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I translate the task of measuring price indexes into the language of econometrics,

showing that the task amounts to estimating fixed effects in a simple model of quality

adjustment. Earlier translations are less general and suffer from a misspecification

relating to product weighting. I then use the new translation to argue three points.

First, the “stochastic approach” to choosing index functions is unhelpful for choosing

index functions, because in its complete form it can justify all of them. Second, the

same feature of the stochastic approach makes it possible to calculate confidence inter-

vals for any index type. Third, the literature uses flawed arguments for swapping the

time-dummy hedonic method of quality adjustment with hedonic imputation.
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1 Introduction

In principle, macroeconomic price indexes exclude the effects of quality change, which then

rightfully appear in indexes of real activity. For example, improvements in product quality

are meant to show up in real output growth, not the output deflator. But accounting

for quality change is difficult, and prevailing solutions are incomplete. The resulting data

distortions make it harder for policymakers to detect genuine economic changes and to

identify legitimate economic relationships. The collective effort to solve this problem is now

over a century old.

To help, I translate the task of measuring price indexes into the language of econometrics.

The translation offers new price index interpretations, which I argue reveal problems and

opportunities in economic measurement.

Translations similar to mine already appear in the price index literature, and two parts in

particular. First, when product types are static (but their market shares still move) the main

tools for handling quality change are index functions. The “stochastic approach” to choosing

index functions, in its existing form, already distinguishes some of those functions by how

well they estimate parameters in econometric descriptions of the price index measurement

problem (see Selvanathan & Rao 1994, Diewert 2010, and Rao & Hajargasht 2016). Second,

when product types are dynamic, practitioners sometimes account for quality change using

the method of “time-dummy hedonic” regression. That too targets parameters in econo-

metric descriptions of the price index measurement problem (see Diewert 2005a and Reis &

Santos Silva 2006).

My translation builds on these earlier ones by generalising and unifying them. It also corrects

a pervasive source of model misspecification relating to product weighting—a misspecifica-

tion that has fuelled unnecessary doubt about the relevance of econometric perspectives to
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economic measurement (in Diewert 2005a and Diewert 2010, for example). The form of my

translation is a model of quality adjustment that reduces the task of price index measurement

to answering three conceptual questions:

1. What is the true population of interest?

2. What is the right measure of product quality?

3. What is the appropriate metric for central tendency?

I show that prominent index functions and time-dummy hedonic methods can all be under-

stood as corresponding to different answers to these three questions and, thus, to special

cases of the quality adjustment model. Contrary to the prevailing view in the price index

literature, sensible econometrics can justify more than just a few index functions.

What, then, are the best answers to these three central questions? Finding out would reveal

the best index functions to use, but I fail to offer answers in this paper. One could back

out answers using the index functions recommended by the selection criteria of the so-called

economic or axiomatic approaches.1 But that would presuppose the functions one wants to

discover; it would not reveal anything new. The bottom line here is that unless scholars

can find the best answers to the three central questions without relying on the economic or

axiomatic approaches, the stochastic approach to choosing index functions does not actually

help choose index functions. Left to its own, and in a more complete form (such as my

translation), the stochastic approach can justify all of them.

This problem with the stochastic approach also opens an opportunity. In particular, schol-

ars of the approach have long argued that it offers the best framework for estimating index

1The economic approach distinguishes functions by how well they measure the changing cost of attaining
a given economic objective, such as an amount of output or living standard (Diewert 1981 is a review). The
axiomatic approach—also called the “test” or “instrumental” approach—distinguishes functions by their
ability to satisfy desirable mathematical criteria (Balk 2008 is a review). I do not detail either approach in
this paper.
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uncertainty. For all index numbers that can be legitimately understood as econometric es-

timators, practitioners can use textbook econometric tools to produce confidence intervals

or standard errors (as in Clements & Izan 1981, Clements & Izan 1987, Rao & Selvanathan

1992, and Rao & Hajargasht 2016). By showing that all price indexes are sensible econo-

metric estimators, my translation reveals that one can always produce these uncertainty

measures.

For a final application, I use the translation to reveal flaws in influential criticisms of the time-

dummy hedonic method of quality adjustment, as argued by Berndt & Rappaport (2001),

National Research Council (2002; this is a report solicited by the US Bureau of Labor Statis-

tics), Pakes (2003), Reis & Santos Silva (2006), and Diewert et al. (2009). I explain that, in

effect, all of these sources criticise the time-dummy hedonic method because it restricts the

implicit measure of product quality to be constant across the time periods in the hedonic

regression, even if the time periods are just two adjacent ones. And yet my translation shows

that time-constant measures of quality are also implicit features of all index functions that

statistical agencies use today.2 So unless the criticism is intended to cover index functions

as well, time-constant quality is not a logically consistent basis on which to challenge the

time-dummy hedonic method. Putting this another way, the use of time-constant quality

makes the time-dummy hedonic method (for when product types are dynamic) cohere with

index functions (for when product types are static). Moreover, there are conceptual reasons

to favour the time-constant quality feature. Thus I challenge the push to move away from the

time-dummy hedonic method. Reversing this trend matters because alternative methods—

most notably hedonic imputation—often yield different economic narratives (Diewert et al.

2009).

Regarding the structure of this paper, to give context I first introduce the standard econo-

2Assuming constant quality across the time periods in a regression is not to assume constant quality
across all time; dynamic definitions of quality still arise through the standard practice of chaining.
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metric model of the measurement literature. The model already nests those most commonly

used in the stochastic approach and time-dummy hedonic regression. I then correct and gen-

eralise the model, showing that the outcome unifies practically all bilateral and multilateral

price index functions in the literature. That result is my econometric translation. The paper

finishes with the applications.

2 The standard model generalises in three ways

2.1 The generalisation

The most common econometric model in the price index literature comes from Court (1939).

In this paper I call it the “standard model”. It describes prices in some product market using

assumptions A1 to A3:

A1

ln(pit) = αt + β′speci + εit (t = 1, ..., T ), (1)

where pit is the price of product i in time period or territory t, αt is a fixed effect

for each t, β is a vector of parameters, speci is a vector of (non-collinear) product

specifications, εit is an error term, and T ≥ 2.

A2 Each (pit,xit) observation is a random sample from the population of time-product (or

time-territory) pairs, where xit is a vector of all the implied regressors in equation (1).

A3 The regressors are orthogonal to the errors. That is, E[xitεit] = 0.

When working with this model, the practitioner usually aims to discover the differences

between the αt. For example, if t stands for time, exp(αn − αm) measures quality-adjusted

price growth from period t = m to t = n. If t stands for territory, exp(αn − αm) measures

5



purchasing power. Going forward I will usually leave the territory option as implied.

Common special cases of the model differ along several other dimensions as well:

� The set of available product types can be dynamic or static. When the set is static, time

becomes orthogonal to the regressors in speci. Including β′speci is then irrelevant

for defining the population price index, and the model takes the form used in the

stochastic approach to index functions. When the set is dynamic, however, including

β′speci can matter a lot. The model then takes the form used in time-dummy hedonic

regression.3

� The types of regressors in speci can differ. Sometimes they are product attributes, in

which case the model becomes “hedonic”. At other times they are product dummies,

in which case β′speci is a fixed effect, as in a so-called country-product-dummy model

described by Diewert (2005b).

� The size of T can vary. Territory applications are often multilateral, so T ≥ 3, as in the

model versions that support official calculations of purchasing power parities (World

Bank 2013). Time applications are often bilateral, so T = 2. Successive eα2−α1 then

chain to form longer time series.

I propose a generalisation of the standard model that replaces A1 to A3 with A1’ to A3’. In

this paper I call it the “general model”:

A1’

f

(
pit

qualityit

)
= αt + εit (t = 1, ..., T ), (2)

where function f(·) and amounts qualityit are new. I define and discuss them soon.

3Practitioners occasionally replace the log function in equation (1) with the identity function. Diewert
(2005a) challenges that practice.
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For now I just note that function f(·) must be invertible, with forms that are best not

chosen arbitrarily.

A2’ Each observation is a random sample from the population of time-product (or time-

territory) pairs.

A3’ For all t, the errors satisfy Ew[εit] = 0. The w subscript in this new expectation

operator Ew[·] indicates that integration now occurs over a modified density function;

the usual density function, in E[·], has been multiplied throughout by a weighting

expression wit/E[wit]. I give a fuller explanation shortly.

These new assumptions imply that

αt = Ew
[
f

(
pit

qualityit

)]
. (3)

The measurement task is now to discover the generalised target index

P general
m,n ≡ f−1(αn)

f−1(αm)
(4)

=
f−1

(
Ew
[
f
(

pin
qualityin

)])
f−1

(
Ew
[
f
(

pim
qualityim

)]) . (5)

I will show that just about all price index functions can be understood as estimators that

are econometrically consistent for this generalised target index, and that it has a simple

interpretation. What will differentiate each index are choices of f(·), measures of qualityit,

and settings for wit. For example, the target indexes defined by the standard model are the

special cases for which f(·) = ln(·), qualityit = exp(β′speci), and wit/E[wit] = 1 (which

implies Ew[·] = E[·]). The general model allows everything that practitioners might already

like about the standard one.
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2.2 The role of f(·)

f(·) is a function, continuous and strictly monotone over the support of pit/qualityit. In equa-

tion (5) it defines the operator f−1(Ew[f(·)]), a central tendency measure called a quasilinear

mean. Writing the quasilinear mean as Mf
w[·] ≡ f−1(Ew[f(·)]), the generalised target index

in (5) shortens to

P general
m,n ≡

Mf
w

[
pin

qualityin

]
Mf

w

[
pim

qualityim

] . (6)

Several types of quasilinear mean are well known. For example, f(·) = (·) defines an arith-

metic mean, f(·) = ln(·) defines a geometric mean, f(·) = (·)−1 defines a harmonic mean,

and f(·) = (·)2 defines a quadratic mean. Each of these belongs to a more general class

of quasilinear means called “power” means, whereby either f(·) = (·)θ for non-zero θ, or

f(·) = ln(·). Power means are the only quasilinear means to satisfy linear homogeneity,

which matters here because the target index in equation (6) becomes invariant to changes

in the units used to measure product prices. Otherwise the target index would fail tests

important to the axiomatic approach to choosing index functions (see International Labour

Office et al. 2020, p.180, especially the proportionality test). Muliere & Parmigiani (1993)

give an excellent summary of quasilinear mean properties.

Within the measurement literature, my use of quasilinear means looks most like Hajargasht

& Rao (2019), which includes expressions resembling (5). A difference is that their work is

deterministic, applying what are effectively sample versions of quasilinear means. So they

do not unify hedonic regression with index functions. They also use less general versions

of qualityit and thus describe fewer index functions. Brachinger et al. (2018) use a similar

expression to (5) as well, but without any role for objects like qualityit or wit. So they

too describe fewer index functions. In a hedonic regression context, Reis & Santos Silva
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(2006) discuss a transformation with role equivalent to f(·), using it to distinguish between

geometric and arithmetic means.

2.3 The role of qualityit

When the products in scope of the price index serve common purposes, qualityit quantifies

some view on the amount of quality (as per the term’s common usage) in product i at time t.

But this definition is less clear for products that serve different purposes, because reasonable

people can disagree about whether common usage of “quality” allows comparisons across

product classes. To lessen ambiguity in such cases, qualityit can in general be understood

as quantifying some view on the amount of intrinsic value, or utility, in each product. Thus

an unreliable car will typically still have a higher value of qualityit than a perfect carrot.

I settle for the label qualityit to connect to the familiar idea of quality adjustment, and to

avoid further proliferating the overlapping technical language in the literature. In particular,

I copy the language of de Haan & Krsinich (2018), who use a similar concept. von Auer

(2014) uses the label “transformation rate”, measured in “intrinsic-worth units”. Judging

by a German-to-English translation in Balk (2008, p.8), Lehr (1885) favours “pleasure unit”.

In equation (6), any enumeration of qualityit is usually unique only up to a linear transfor-

mation. More precisely, if f(·) defines a power mean as it usually will, linear homogeneity

of Mf
w[·] implies that any enumeration of qualityit yields the same index function as using

qualityitC, where C is a strictly positive constant. Practitioners need only have views on

quality relativities.

The role of qualityit in the general model is to standardise product prices, such that within-t

comparisons of quality-adjusted prices, pit/qualityit, reveal differences in value for money.

Hence Davies (1924) calls his equivalent of the same ratio a “dollar’s worth”. A prominent

special case of the model arises when products all have the same quality-adjusted price within
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t, in which case all εit equal zero. Equation (2) then rearranges to

pit = qualityitγt (t = 1, ..., T ), (7)

where γt = f−1(αt). Equation (7) states the law of one price, as described in Rao &

Hajargasht (2016).

And how to obtain the values of qualityit? The general model accommodates two options.

The first treats the qualityit values as revealed by an observable proxy, such as package

size or some measure of relative prices. Section 3 gives examples of index functions that

implicitly take this approach. The second option treats the qualityit values as identified by

extra model assumptions, as in the standard model. There, the added assumptions are in

A3 (E[xitεit] = 0) a special case of A3’ (Ew[εit] = 0 for all t). Those assumptions pin down

the values of qualityit because there is only ever one vector value of β, in the term β′speci,

that satisfies them. With qualityit pinned down like this, but still unobserved, practitioners

can later proceed to estimating it jointly with the αt. As discussed in Section 3, familiar

estimators will be appropriate.

2.4 The role of wit

To borrow language from Diewert (2010), the weights wit quantify the relative economic

importance of product i at time t. Their role in the general model is to allow each observation

to count more or less towards the target price index than others do. In formal econometric

language, they help to define the population of interest that the target price index describes.

I leave the mathematical details to Appendix A.1 because they are dry and taken from

another econometric literature.

An equivalent implementation of the weighting could be through assumption A2’, by stating
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that each observation is a random sample from a weighted population. Either way, the

weights take effect through the term wit/E[wit], so positive linear transformations of any

enumeration of wit (into witC for example) yield identical indexes.

Using weights has long been considered important for price index measurement (see Fisher

1922 p.43, Keynes 1930 p.78 and Griliches 1971 p.8). Heravi & Silver (2007, p.251) even write

that using weights, where possible, is “axiomatic”. But the general model breaks tradition

because it introduces weights explicitly; the standard model has none in it. Practitioners

usually introduce weights only in the estimation stage of their work, with weighted least

squares (WLS). Examples of this approach arise in econometric textbooks (Berndt 1991),

measurement handbooks (International Labour Office et al. 2020, International Labour Or-

ganisation et al. 2004), and countless research articles. The weights are usually functions of

expenditure shares sit = pitqit/
∑

i pitqit, where qit is a transaction quantity.

The problem with this approach—and why I depart from it—is that these WLS estimators

are econometrically inconsistent for the parameters defined by the standard model (Appendix

A.2 gives a proof and indicative empirical example ). The inconsistency arises because the

expenditure shares in the weights are endogenous; they are functions of prices and thus the

error terms in the price equation. This is a major departure from the types of weights that

might normally be used to, say, improve estimation efficiency. Moreover, since consistency is

usually considered a minimal property for good estimators, the inconsistency implies that the

standard model does not justify the WLS estimators so common in the price index literature.

The normal response here might be to reject the WLS estimators and look for others that

better target the parameters defined by the standard model. But the arguments for expen-

diture weighting, when made without reference to the standard model, are well established

and sensible. So instead I question the capacities of the standard model, adding weights

to make it compatible with expenditure-weighted estimation. Voltaire & Stack (1980) do
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something similar, but in a different model of narrow appeal. For example, it cannot handle

changes in available product types.4

Because the arguments here are unusal, they deserve repeating at a higher level. The reasons

we write down models using the likes of A1’ to A3’ are to i) declare useful assumptions about

the data-generating process under study and ii) define which features of that process we aim

to discover, in our case the parameters αt. Without doing so we cannot sensibly proceed to

estimation because we lack the means to identify good estimators. Above all, the concept of

consistency is undefined without exact descriptions of the parameters interest. I show that

mainstream WLS estimators are inconsistent for the parameters defined by the standard

model, but only because those are rarely the true parameters of interest. Extending the

model to incorporate weights, and thereby allowing other definitions for the parameters of

interest, will in Section 3 reveal the mainstream estimators to be excellent.

Including weights in the general model like this might seem pedantic because it merely

reinforces today’s favoured approaches to estimation. It is useful because when scholars

have suspected the inconsistency they have come to doubt the relevance of econometric

perspectives to economic measurement, examples being Diewert (2005a) and Diewert (2010).

Others have reverted to unweighted estimation, as in Feenstra (1995).5 None of these doubts

would arise if we correctly specified the parameters of interest, as the general model does.

2.5 The properties of εit

The assumptions of the general model, A1’ to A3’, are jointly so reasonable as to barely

deserve the assumption label. This feature arises because equation (2) takes the form of

4Another paper with ideas overlapping with those here comes from Machado & Santos Silva (2006),
notwithstanding their emphasis on quantity weights (rather than expenditure weights). They write that if
the parameters of interest are defined by a model of prices for individual transactions, rather than individual
products as in this paper, WLS with quantity weights is needed for econometric consistency.

5Likewise, in de Haan (2004) the suspected inconsistency fuels doubt about the merits of expenditure-
weighted estimation. Persons (1928) first showed this line of thinking, outside of a stochastic framework.
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a “saturated dummy-variable regression”, meaning it contains no restrictions to functional

form. Thus there always exist unique values of αt that satisfy the assumptions (Hansen 2021

ch.2 explains such models). As per equation (3), those αt values are quasilinear means of

quality-adjusted prices in each t.

What about when adding assumptions to define qualityit, as described in Section 2.3? Are

those assumptions reasonable too? Again yes, for similar reasons, exemplified in the special

case that is the standard model. The relevant feature of that model is that its assumptions

describe a linear “projection”. So there always exist unique values of αt and parameters

β that satisfy A1 to A3 (Hansen 2021 ch.2 discusses projection models). Measurement

practitioners often replace A3 with the more stringent special case of E[εit|xit] = 0, in which

case the standard model graduates from describing a projection to a conditional mean. But

theoretical work on the equilibria of differentiated product markets, from Rosen (1974), Berry

et al. (1995), and Pakes (2003), shows that the stringency is unreasonable. The stringency

is also unnecessary, because the projection form still generates transparent, data-driven

definitions for qualityit. In any case, nothing about the general model prevents practitioners

from working with the more stringent assumption versions if they prefer to.

Note that the general model could instead have been specified using a multiplicative error

representation, replacing A1’ and A3’ with A1” and A3”:

A1”

f

(
pit

qualityit

)
= αtεit (t = 1, ..., T ), (8)

A3” For all t, the errors satisfy Ew[εit] = 1.

This representation is observationally equivalent to the additive one, because A1” and A3”

yeild the same αt as in equation (3). The error εit in the multiplicative representation thus
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maps to the error εit in the additive one according to εit = αtεit − αt.6 The advantages of

the additive representation are pedagogical; it shortens the leap to the general model from

the standard one, and makes the route to sensible estimation more obvious.

3 The general model justifies all index functions

3.1 Bilateral index functions as consistent estimators

The target index in equation (6) now has an intuitive interpretation: it measures growth in

some quasilinear mean of quality-adjusted prices. Appendix A.3 shows that the sample form

of this target index produces estimators that are consistent for it. The same appendix also

shows that those consistent estimators equate to WLS regressions of pit/qualityit on time

dummies (noting that sometimes those qualityit values will be estimated simultaneously).

In other words, consistent estimators for the target index have the form

P̂ general
m,n ≡ f−1(α̂WLS

n )

f−1(α̂WLS
m )

(9)

=
f−1

(∑
i

win∑
i win

f
(

pin
qualityin

))
f−1

(∑
i

wim∑
i wim

f
(

pim
qualityim

)) . (10)

It turns out—and this is first central result of the paper—that the right side of equation (10)

describes practically all of the bilateral price index functions in the measurement literature.

(Most if not all of them are recorded in or referenced by Fisher 1922, Sato 1974, Banerjee

1983, Bryan & Cecchetti 1994, Balk 2008, von Auer 2014, and Redding & Weinstein 2020.)

More precisely, the right side of (10) describes at least all of the recorded bilateral price

6Hence V ar(εit) = α2
tV ar(εit) for all t. So if εit is homoskedastic across t, as we would expect if f(·) = (·),

then εit will be heteroskedastic. Likewise, if εit is homoskedastic across t, as we would expect if f(·) = ln(·),
then εit will be heteroskedastic. These views on heteroskedasticity only become relevant when choosing to
add identifying assumptions to pin down qualityit, i.e. when the model becomes a projection. A forthcoming
discussion on multilateral indexes contains examples, especially Online Appendix A.5.
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index functions that:

� treat t as discrete. This excludes a continuous time index from Divisia (1926).

� are explicit. This excludes types that are defined uniquely as the residual of a quantity

index function. A prominent example is the implicit Törnqvist price index function,

discussed in Diewert (1992).

� are not the esoteric bilateral types proposed by Montgomery (1937), Stuvel (1957),

and Banerjee (1983).

� are not the quadratic-mean-of-order r functions from Diewert (1976), except for the

special case functions from Törnqvist (1936) and Fisher (1922, p.142 no.153; also called

the “ideal” index), both of which equation (10) does describe.

For a worked example, let f(·) = ln(·), qualityit = zi ∈ R++ (i.e. any real number that is

fixed over t for each product), and wit = 0.5(sim + sin) ≡ wTornqvisti . In that case, the right

side of equation (10) becomes the Törnqvist index:

P̂ Tornqvist
m,n =

exp
(∑

i
0.5(sim+sin)∑
i 0.5(sim+sin)

ln
(
pin
zi

))
exp

(∑
i

0.5(sim+sin)∑
i 0.5(sim+sin)

ln
(
pim
zi

)) (11)

=
∏
i

(
pin
zi

)wTornqvisti ∏
i

(
pim
zi

)−wTornqvisti

(12)

=
∏
i

(
pin
pim

)wTornqvisti

. (13)

Table 1 lists other complying bilateral functions and their settings for f(·), qualityit, and

wit. It includes types that statistical agencies use most often, based on my judgement and

the results of a survey in Stoevska (2008). It also lists some for their unusual forms. For

presentational purposes, it leaves out types that are quasilinear means of other indexes, such
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as the ideal function from Fisher (1922).7

Notice that many indexes match to several distinct combinations of f(·), qualityit, and wit.

To definitively identify all of the combinations for each index type is a difficult problem,

not solved here. The results could be surprising. For example, Appendix A.4 includes a

derivation from Bert Balk (personal correspondence) that reveals an unexpected combination

for the Dutot function.

Still, it is already clear that many index types cover every possible setting for qualityit that

is constant over t. That is, the indexes are “quality-robust”. Otherwise the functions tend to

define qualityit through some measure of relative prices, again constant over t. Practitioners

using these indexes change quality definitions exclusively through the standard practice of

chaining. An exception is the function from Redding & Weinstein (2020), which gauges

qualityit using expenditure shares that vary over t. Derived using the economic approach,

the function aims to measure cost of living changes under dynamic preferences.

A noteworthy special case of the generalised index function is the “Generalised Unit Value

Index Family”, from von Auer (2014). The Family is the group for which f(·) = (·),

qualityit = zi ∈ R++, and wit = qualityitqit, and includes Paasche and Laspeyres as ex-

amples. For each Family member, the implied quantity index always measures growth in the

aggregate amount of transacted quality, an appealing feature.

7This also includes transitive indexes of the type introduced by Ivancic et al. (2011), as well as their
predecessor indexes called GEKS. For my framework to explicitly incorporate those, the generalised target
index would need to be written as a “symmetric” quasilinear mean of elements each having the same form
as the right side of equation (5). Incorporating indexes using medians is also possible, by changing A3’ to its
quantile regression equivalent, following Koenker & Bassett Jr (1978). In that case the f(·) transformation
would be dropped too.
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Table 1: Econometric interpretations of bilateral price index functions

Index name (year) Function (P̂1,2) f(·) qualityit wit

Dutot (1738)
∑
i pi2∑
i pi1

(·) zi ∈ R++ qualityit

Carli (1764) 1
N

∑
i
pi2
pi1

(·) pi1 1

...
... (·)−1 pi2 1

Jevons (1863)
∏

i

(
pi2
pi1

) 1
N

ln(·) zi ∈ R++ 1

Laspeyres (1871)
∑
i pi2qi1∑
i pi1qi1

(·) zi ∈ R++ qualityitqi1

...
... (·) pi2 qualityitqit

...
... (·)−1 pi1 pi2qi1

...
... (·)−1 pi2 pi1qi1

Paasche (1874)
∑
i pi2qi2∑
i pi1qi2

(·) zi ∈ R++ qualityitqi2

...
... (·) pi1 qualityitqit

...
... (·)−1 pi2 pi1qi2

...
... (·)−1 pi1 pi2qi2

Törnqvist (1936)
∏

i

(
pi2
pi1

)0.5(si1+si2)

ln(·) zi ∈ R++ 0.5(si1 + si2)

Lloyd (1975)-Moulton (1996)

(∑
i si1

(
pi2
pi1

)1−σ
) 1

1−σ

(·)1−σ pi1 qualityitqi1

Sato (1976)-Vartia (1976)
∏

i

(
pi2
pi1

)wSatoV artiai

ln(·) zi ∈ R++
si1−si2

ln(si1)−ln(si2)

Redding & Weinstein (2020)
∏

i

(
pi2
pi1

(
si2
si1

) 1
σ−1

) 1
N

ln(·) s
1

1−σ
it 1

...
... ln(·) ψit

si1−si2
ln(si1)−ln(si2)

Notes: The columns labelled f(·), qualityit, and wit give settings that, when substituted into equation

(10) of the main text, give the index function in the column labelled P̂1,2. The terms pit, qit, and sit are
prices, quantities, and within-t expenditure shares for each time-product pair. N is the sample size of
products. qualityit = zi ∈ R++ indicates that any strictly positive definitions of qualityit that are constant
overt t are admissible. σ is a consumer elasticity of substitution. The index from Redding & Weinstein
(2020) is what the authors call the “common varieties” index (p.512); ψit is a time-varying taste parameter,
explained further in their paper. The Dutot, Carli, Laspeyres, Paasche and Moulton attributions have all
been taken on authority of Balk (2008).
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3.2 Multilateral index functions as consistent estimators

The second central contribution of this paper is that equation (10) also describes practically

all multilateral price index functions in the literature. (Most of them are recorded in or

referenced by Hill 1997, Balk 2008, Rao & Hajargasht 2016, and Hajargasht & Rao 2019.)

Possible exceptions are early types that were excluded from a taxonomy in Hill (1997).8

Table 2 lists some of the function types, several of which support official purchasing power

parity statistics from the World Bank. The table does the measures a disservice though,

hiding ingenuity behind qualityit definitions that I have abbreviated to p̄i, p̂i, and p̃i. Those

definitions all correspond to sensible econometric estimates of each qualityit. Online Ap-

pendix A.5 details this technical result, drawing heavily on Rao & Hajargasht (2016). The

main difference is that their econometric models omit the necessary weights, meaning that

econometric inconsistency challenges their justification. I also give the first econometric in-

terpretation of the qualityit definitions implicit in the index of Geary (1958) and Khamis

(1972).9

4 These results reveal problems and opportunities

4.1 The stochastic approach for choosing index functions

These results reveal that price index functions consistently estimate growth in some quasi-

linear mean of quality-adjusted prices. The different functions are distinguished by settings

for f(·), qualityit, and wit. But which settings are ideal? Finding out would reveal the best

index functions to use, yet doing so is challenging.

Consider, for example, the task of discriminating between bilateral functions on the basis of

8References for these possible exceptions are in Balk (2008, p.35), starting with Theil (1960) and Kloek
& De Wit (1961).

9Rao & Selvanathan (1992) offer an econometric interpretation but treat the price index as known.
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Table 2: Econometric interpretations of multilateral functions

Index name (year, type) Function (P̂m,n) f(·) qualityit wit

Walsh (1901)
∏

i

(
pin
pim

) 1
T

∑
t sit

ln(·) zi ∈ R++
1
T

∑
t sit

Van Ijzeren (1956)
∑
i pinq̄i∑
i pimq̄i

(·) zi ∈ R++ qualityitq̄i

...
... (·)−1 pim pinq̄i

Geary (1958)-Khamis (1972)
∑
i pinqin∑
i p̄iqin

/∑
i pimqim∑
i p̄iqim

(·) p̄i qualityitqit

...
... (·)−1 p̄i pitqit

Rao (1990)
∏

i

(
pin
p̂i

)sin∏
i

(
pim
p̂i

)−sim
ln(·) p̂i sit

Hajargasht & Rao (2010, 1)
∑

i sin
pin
p̃i

/∑
i sim

pim
p̃i

(·) p̃i sit

Notes: The columns labelled f(·), qualityit, and wit give settings that, when substituted into equation

(10) of the main text, give the index function in column labelled P̂m,n. The terms pit, qit, and sit are prices,
quantities, and within-t expenditure shares for each time-product pair. qualityit = zi ∈ R++ indicates that
any strictly positive definitions of qualityit that are fixed across t are admissible. Precise definitions of p̄i,
p̂i, and p̃i are available in Appendix A.5. See Hill (1997) for details on q̄i. The Van Ijzeren attribution is
taken on authority of Balk (2008).

qualityit. Table 1 shows most of the functions to be quality-robust under certain settings for

f(·) and wit. Taking this feature to be ideal, we cannot use qualityit as a unique basis on

which to discriminate between those functions. Moreover, other settings for qualityit, using

relative prices, also make economic sense by appealing to the principle of revealed preference.

No obvious deal-breakers arise in index settings for qualityit.

What about discriminating on the basis of f(·)? We cannot use goodness-of-fit criteria,

because equation (2) is saturated with dummy variables and the different quasilinear means

already minimise their respective quasilinear loss functions (de Carvalho 2016). For general

econometric use, Gorajek (2019) offers other selection criteria for quasilinear means, focussing

on the needs of relevant policymakers. But index functions simultaneously serve many
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different policymakers, with diverse needs. Here too there are no obvious deal-breakers.

One might try backing out ideal settings for f(·), qualityit, and wit using the index functions

recommended by the economic or axiomatic approaches. But doing so would presuppose the

functions one wants to discover; it would not reveal anything new.

The bottom line here is that unless scholars can find ideal settings for f(·), qualityit, and

wit without relying on the economic or axiomatic approaches, the stochastic approach to

choosing index functions does not actually help choose index functions. Left to its own, and

in a more complete form such as the general model, the stochastic approach can justify all

common functions. Judging by International Labour Office et al. (2020), statistical agencies

already rely little on stochastic approach to justify index function choices. The general model

suggests it would be productive to disregard it for that purpose altogether.

4.2 The stochastic approach for measuring index uncertainty

As explained by Diewert (2010) and Manski (2015), for over a century scholars have argued

for statistical agencies to be more transparent about the uncertainty in macroeconomic

aggregates, potentially through the use of confidence intervals. In turn, scholars of the

stochastic approach have argued it to be the best available framework for calculating such

intervals. Wherever index numbers can legitimately be understood as textbook econometric

estimators, practitioners need only use textbook econometric tools. For example, Rao &

Hajargasht (2016) show how to calculate the intervals using asymptotic standard errors.

Rao & Selvanathan (1992) use the bootstrap. Other approaches appear in Clements & Izan

(1981; 1987).

By showing that in fact all common price indexes can be understood as textbook econometric

estimators, a contribution of the general model is to reveal that one always has the means

to calculate sensible confidence intervals.
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Of the econometric methods available, the bootstrap is already understood to require the

most computational power and provide the most accuracy. It also offers an important ad-

vantage for statistical agencies: without much difficulty, it can produce sensible intervals for

complex functions of estimators. This helps because statistical agencies routinely combine

indexes, such as when chaining, or when aggregating the elementary indexes of a consumer

price index. In all cases, the same resampling logic applies. I do not give more detail because

many textbooks do already.10

4.3 The Time-dummy Hedonic Method of Quality Adjustment

According to Triplett (2004), adjusting for quality change that comes from market entry

and exit of product types has “long been recognised as perhaps the most serious problem

in estimating price indexes” (p.11). Moulton (2018) explains how successive investigations

have estimated the problem to account for the largest source of measurement bias in the US

consumer price index. And Aghion et al. (2019) argue that those investigations do not even

capture the full extent of the problem.

An old solution, but possible only with data on product specifications, is time-dummy he-

donic regression. As discussed already, the target indexes then equal exp(αn−αm) from the

special case of the standard model in which vector speci contains product attributes. The

implied qualityit definitions are the unique β′speci that satisfy A3. Least squares methods

simultaneously yield estimates of qualityit and the price indexes, which, in turn, are special

cases of the generalised index in equation (10). Thus the time-dummy hedonic method has

the same conceptual foundations as index functions, especially when care is taken to properly

model weights.

But experts criticise the time-dummy hedonic solution and have stifled broader take-up at

10Hansen (2021) is an excellent example. Measurement practitioners will need the “panel bootstrap”, to
avoid creating product mismatches with the resampling algorithm.
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statistical agencies. For example, answering a request by the US Bureau of Labor Statistics

(BLS), a panel of experts writes:

“Recommendation 4-4: BLS should not allocate resources to the [time-dummy

hedonic method] (unless work on other hedonic methods generates empirical ev-

idence that characteristic parameter stability exists for some products).” (Na-

tional Research Council 2002, p.143)

Similarly:

“The main concern with the use of the hedonic time dummy index approach ... is

that by construction, it constrains the parameters on the characteristic variables

to be the same.” (Diewert et al. 2009, p.188)

The criticism is that restricting the coefficients on product specifications to be unchanged

over time, even just two adjacent periods, is unreasonable. Or, to use the language of the

general model, the criticism is that restricting the definition of qualityit to be unchanged over

time contradicts ever-changing views about product quality. Several papers reject coefficient

stability over adjacent periods for the computer market in the U.S. and echo the criticism

(Berndt & Rappaport 2001, Pakes 2003, Reis & Santos Silva 2006).

I argue that the criticism is flawed, for two reasons:

1. The results in Tables 1 and 2 show that index functions also use time-constant measures

of qualityit. Practitioners using these indexes incorporate changing views on quality

exclusively through the practice of chaining, a practice that also works with the time-

dummy method. So unless the criticism about time-constant qualityit is intended to

cover index functions as well, it is not a logically consistent basis on which to challenge

the time-dummy hedonic method. Putting this another way, restricting the qualityit

measures to be unchanged over time makes the time-dummy hedonic method (for when
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product types are dynamic) cohere with index functions (for when product types are

static).

2. For that matter, index functions restrict qualityit in this way for good reason. Without

the restriction, measured price changes could stem entirely from updated views about

quality, and functions would fail critical tests in the axiomatic approach (see Interna-

tional Labour Office et al. 2020, p.180, especially the proportionality test). Likewise,

the economic approach has a long tradition of holding preferences fixed over compari-

son periods, starting with Konüs (1939, translated from a 1924 version). In a challenge

of the dynamic-preferences index from Redding & Weinstein (2020), Kurtzon (2020)

highlights problems that arise when departing from this norm.

These arguments matter because alternatives to the time-dummy hedonic method—most

notably hedonic imputation—often yield different economic narratives. For example, on a

sample of British desktop computers, Diewert et al. (2009) show that the difference between

the imputation and time-dummy methods accumulates to between 3.2 and 7.5 percentage

points over a year. The push to use these alternatives is impactful and poorly justified.

4.4 Other Applications in Price Index Measurement

I have used the general model for two other methodological investigations. But since the

results reinforce the merits of existing practices, I leave the details to online appendices.

Summaries of each:

� This paper has so far followed the modelling convention in economic measurement

by assuming that each product has a single price in each time period t. Usually

the assumption is unrealistic, because t is an area, not a point. Price changes can

fall within its boundaries. So how can index functions handle breaches of the single

price assumption? I use the general model to tackle this question in Online Appendix
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A.6. The findings support the prevailing solution of collapsing multiple prices into

“unit values”, even though that solution was initially proposed with computational

convenience as a central motivation.11

� The general model reveals sensible new functional form possibilities for time-dummy

hedonic regression, mostly through different f(·). The geometric mean (f(·) = ln(·)) is

standard, but not necessarily best, especially for statistical agencies seeking a coherence

with index functions that use other means. In discussing the general model with

others I have been asked how to estimate hedonic indexes using these non-standard

choices of f(·). I estimate one in Online Appendix A.7, and include the replication

code in the supporting material. My index estimates look a lot like those coming

from the equivalent geometric mean index, but are challenging to calculate objectively

because computational methods are required. Different starting values of the solution

algorithms can cause large changes to the estimates. I conclude that departing from

the geometric mean will often be impractical for the time-dummy hedonic method.

5 Conclusion

It turns out that price index functions share a common interpretation; practically all of them

consistently estimate a change in some quasilinear mean of quality-adjusted prices. The

different options are distinguished by a choice of quasilinear mean, a definition of quality,

and a stance on what constitutes the population of interest (weighting).

This new interpretation reveals problems and opportunities in economic measurement. First,

the stochastic approach to choosing index functions is unhelpful for choosing index functions,

because in its complete form it can justify all of them. Second, the same feature of the

11To clarify, I investigate the use of unit values as opposed to “unit value indexes”, which are simple ratios
of two unit values. My language follows International Labour Office et al. (2020).
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stochastic approach makes it possible to calculate confidence intervals for any index type.

Third, the literature uses flawed arguments for swapping the time-dummy hedonic method

of quality adjustment with hedonic imputation.

A Technical Appendices

A.1 Weights and the population of interest

By definition,

Ew[εit] ≡ E[εitwit]
1

E[wit]
(14)

≡
∫ ∫

εitwitg(εit, wit) dεitdwit
1

E[wit]
(15)

where g(εit, wit) is a density function. Now copying the logic of the method of weighted

importance sampling in Kroese et al. (2011, p.368), we can define a new density function

h(εit, wit) ≡ witg(εit, wit)E[wit]
−1 and rewrite equation (15) as

Ew[εit] ≡
∫ ∫

εith(εit, wit) dεitdwit. (16)

The same logic carries over to the αt parameters, which equation (3) equates to the value

Ew[f(pit/qualityit)]. Thus the weighting has changed the stated population of interest, via

the density functions underlying Ew[·].
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A.2 Inconsistent textbook estimation

Let δ and xit be vector shorthand for the full set of coefficients and regressors that are

implicit in the standard model. N is the sample size. Then

δ̂WLS =

(∑
it

(xitwitx
′
it)

)−1∑
it

(xitwitln(pit)) (17)

=

(∑
it

1

N
(xitwitx

′
it)

)−1∑
it

1

N
(xitwitln(pit)). (18)

Now applying the Law of Large Numbers and the Continuous Mapping Theorem,

plimN→∞ δ̂
WLS = (E[xitwitx

′
it])
−1E[xitwitln(pit)] (19)

⇒ plimN→∞ δ̂
WLS − δ = (E[xitwitx

′
it])
−1E[xitwitεit] (20)

= (E[xitwitx
′
it])
−1Cov[xitεit, wit]. (21)

The right side of equation (20) is a weighted linear projection of the errors on the regressors.

Since expenditure weights are functions of the errors (through prices), the second expectation

term does not in general equal zero.

Strictly speaking, one cannot demonstrate the inconsistency empirically because doing so

would require infinite sample sizes. But studies with enormous cross sections do offer in-

dicative evidence. Notable here is work by Fox & Syed (2016), which contains scanner data

comparisons of indexes from Jevons (1863) and Törnqvist (1936). Though not the intention

of Fox & Syed, their comparisons speak to the inconsistency because the literature proposes

both indexes as estimators for versions of the standard model in which T = 2 and product

types are static, the only difference being that Törnqvist uses (endogenous) expenditure

weights. Drawing on over 20 million observations on basic household products, sold across

six major US cities, Fox & Syed (2016) show that the gap between the Jevons and Törnvqvist
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indexes accumulates to 12 percentage points over 11 years.

A.3 WLS consistency for the new target index


α̂WLS

1

...

α̂WLS
T

 =


∑

iwi1 0 0

0
. . . 0

0 0
∑

iwiT


−1 

∑
iwi1 f

(
pi1

qualityi1

)
...∑

iwiT f
(

piT
qualityiT

)
 (22)

⇐⇒ α̂WLS
t =

∑
i

wit∑
iwit

f

(
pit

qualityit

)
for all t (23)

=

(∑
i

wit
N

f

(
pit

qualityit

))
N∑
iwit

for all t (24)

Now applying the Law of Large Numbers and the Continuous Mapping Theorem,

plimN→∞ α̂WLS
t = E

[
f

(
pit

qualityit

)
wit

]
E [wit]

−1 for all t (25)

≡ Ew
[
f

(
pit

qualityit

)]
for all t (26)

= αt for all t (27)

⇐⇒ plimN→∞
α̂WLS
n

α̂WLS
m

=
αn
αm

for all m,n, (28)

where the step from equation (26) to (27) uses assumption A3’, from the description of the

general model in the body text.

A.4 An unexpected Dutot index interpretation

Aside from the combination listed in Table 1, the Dutot price index is defined by the com-

bination f(·) = ln(·), qualityit = zi ∈ R++, and wit = l(pi2/p2, pi1/p1), where l(·, ·) is the

logarithmic mean, defined as l(a, b) = (b− a)/(ln(b)− ln(a)), and pt =
∑

i pit/N .
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To explain, I start with the identity

∑
i

(
pi2∑
i pi2
− pi1∑

i pi1

)
= 0 (29)

⇐⇒
∑
i

l

(
pi2∑
i pi2

,
pi1∑
i pi1

)(
ln

(
pi2
pi1

)
− ln

(∑
i pi2∑
i pi1

))
= 0 (30)

⇐⇒ ln

(∑
i pi2∑
i pi1

)
=
∑
i

 l
(

pi2∑
i pi2

, pi1∑
i pi1

)
∑

i l
(

pi2∑
i pi2

, pi1∑
i pi1

)
 ln

(
pi2
pi1

)
. (31)

Applying linear homogeneity of the logarithmic mean,

ln

(∑
i pi2∑
i pi1

)
=
∑
i

 l
(
pi2
p2
, pi1
p1

)
∑

i l
(
pi2
p2
, pi1
p1

)
 ln

(
pi2
pi1

)
(32)

⇐⇒
∑

i pi2∑
i piv

=
∏
i

(
pi2
pi1

)
∧

 l
(
pi2
p2
, pi1
p1

)
∑

i l
(
pi2
p2
, pi1
p1

)
. (33)

Now using the same logic as in equations (11) to (13) (in reverse), the rest is clear.

A.5 Multilateral index functions as moment estimators (ONLINE

ONLY)

Many multilateral indexes treat qualityit as a product fixed effect to be estimated. Assump-

tion A3’ then needs to change; otherwise we are imprecise about what exactly the fixed

effects are that we wish to estimate. So here I replace A3’ with a pair of assumptions, A3”’

and A4”’. They are stronger than necessary, but simple and use the same overall logic as

Rao & Hajargasht (2016). Later I will show a relaxed version that justifies the same indexes.

The full set of new assumptions is
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A1”’

f

(
pit
λi

)
= αt + εit (t = 1, ..., T ), (34)

where λi is a new product fixed effect.

A2”’ Each (pit,xit) is a random sample from the time-product population, where vector xit

contains all of the implied regressors in equation (34) (the product and time dummies).

A3”’ The regressors are strictly exogenous, that is Ew[εit|xit] = 0.

A4”’ There is conditional heteroskedasticity of the form

V arw(εit|xit) ≡ Ew
[
(εit − Ew[εit|xit])2|xit

]
(35)

∝ hit. (36)

Now let f(x) = x, wit = qitλi and hit = α2
t . (Since the model is now in raw levels, that is

f(x) = x, the heteroskedasticity assumption is natural.) A3”’ then implies that

Ew
[
pit
λi
− αt

∣∣∣∣xit] ≡ Ew [r(pit,xit, δ)|xit] (37)

= 0, (38)

where δ is vector shorthand for the set of coefficients (the λi and αt) in the model.

Following Wooldridge (2010, p.542), the efficient method of moments estimators for these

coefficients solve

∑
it

1

α2
t

Ew[Oδr(pit,xit, δ)|xit] r(pit,xit, δ̂)wit = 0. (39)
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where the wit is again a correction from the importance sampling literature, necessary be-

cause the sample is drawn randomly from the population of product-time pairs, not the

population governing Ew[·].

But note that

Ew
[
∂r(pit,xit, δ)

∂αt

∣∣∣∣xit] = −1, (40)

and

Ew
[
∂r(pit,xit, δ)

∂λi

∣∣∣∣xit] = Ew
[
−pit
λ2
i

∣∣∣∣xit] (41)

= −αt
λi
, (42)

which contains the unknown parameters αt and λi. The feasible method of moments esti-

mators use α̂t and λ̂i instead. The system of equations resulting from (39) is then

∑
t

qit
α̂t

(
pit

λ̂i
− α̂t

)
= 0 ∀i ⇐⇒ λ̂i =

∑
t

pitqit
α̂t

(∑
t

qit

)−1

∀i (43)

and

∑
i

qitλ̂i

(
pit

λ̂i
− α̂t

)
= 0 ∀t ⇐⇒ α̂t =

∑
i pitqit∑
i qitλ̂i

∀t. (44)

This is the same as the system of Geary (1958) and Khamis (1972). The result contrasts

one by Rao & Hajargasht (2016), who argue that inefficient estimation weights are needed

to generate that index. In my framework, which includes weights in the baseline model, the

estimation weights are justified on consistency grounds (copying the logic of Section 2.4).

Table 3 provides the settings for f(·), wit and hit needed to generate the other multilateral
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indexes considered in Rao & Hajargasht (2016), using the same method as above. Note also

that solving these systems of equations requires a normalisation; Rao & Hajargasht (2016)

just set one of the αt to 1.

Table 3: Method of moments interpretations for multilateral functions

Index name (year, type) f−1(α̂t), λ̂i f(·) wit hit

Dutot-style
∑
i pit∑
i λi

, 1
T

∑
t

(
pit
αt

)
(·) λi α2

t

Harmonic
(

1
N

∑
i

(
λi
pit

))−1

,
(

1
T

∑
t

(
1

αtpit

))−1

(·)−1 1 α2
t

Geometric
∏

i

(
pit
λi

) 1
N

,
∏

t

(
pit

exp(αt)

) 1
T

ln(·) 1 1

Geary (1958)-Khamis (1972)
∑
i pitqit∑
i λiqit

,
∑
t pitqitα

−1
t∑

t qit
(·) λiqit α2

t

Iklé (1972)
(∑

i sit

(
λi
pit

))−1

,
(∑

t sit

(
1

αtpit

))−1

(·)−1 pitqit α2
t

Rao (1990)
∏

i

(
pit
λi

)sit
,
∏

t

(
pit

exp(αt)

)sit
ln(·) pitqit 1

Hajargasht & Rao (2010, 1)
∑

i sit

(
pit
λi

)
,
∑

t sit

(
pit
αt

)
(·) pitqit α2

t

Hajargasht & Rao (2010, 2) 1
N

∑
i

(
pit
λi

)
, 1
T

∑
t

(
pit
αt

)
(·) 1 α2

t

Notes: The columns labelled f(·), wit and hit give settings that, when substituted into the model consisting
of assumptions A1”’ to A4”’ of this appendix, justify the method of moment estimators (and index functions)
in the middle column. The terms pit, qit and sit are prices, quantities, and within-t expenditure shares for
each time-product pair. N is sample size of observed products.

Finally, even if assumptions A3”’ and A4”’ are wrong, the same estimators are still consistent

for population projection parameters. In other words, in the Geary-Khamis case, A3”’ and

A4”’ could be replaced with the less stringent moment conditions

Ew
[
εit
αtλi

]
= 0 ∀i and Ew [εit] = 0 ∀t, (45)

which generate the same estimating equations.
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A.6 The merits of unit values (ONLINE ONLY)

As discussed in the main text, throughout this paper I have followed the modelling conven-

tion in economic measurement and assumed that each time-product pair has a single price.

Usually the assumption is unrealistic, because t is an area, not a point. Price changes can

fall within its boundaries. So how can measurement methods handle breaches of the single

price assumption?

Standard practice is to collapse multiple prices into a single one using “unit values” (see

International Labour Office et al. 2020 and International Labour Organisation et al. 2004).

The unit values equal the total measured expenditure on each observed time-product pair

divided by the measured number of transactions in that pair. In other words, they are

quantity-weighted, arithmetic sample means.12 The solution has been justified for being

simple computationally, needing little information, and ordinarily producing results that are

imperceptibly different from other types of sample means (Fisher 1922, p.318). But with

scanner data becoming more accessible, and computers now so powerful, we are able to

explore more information-intensive options.

The general model helps in identifying the ideal option here because it does not rely on price

relatives. In doing so it frees us from having to assume single prices for time-product pairs.

To write the model in terms of individual transactions we just have one new decision to

make: how should we sample and weight the individual transactions?

The solution I suggest respects the stances on economic importance taken by existing index

functions. In particular, I propose weighting schemes that (i) preserve the economic impor-

tance of each time-product pair implied in existing index functions, and at the same time

(ii) allocate economic importance evenly to the transactions within each time-product pair.

12When transaction numbers are unavailable, it is common to take unweighted arithmetic averages of
observed prices instead.
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The general model, in terms of individual transactions, is then defined by A1* to A3*.

A1*

f

(
pijt

qualityit

)
= αt + εijt (t = 1, ..., T ; j = 1, ..., J), (46)

where the j subscript tracks transactions.

A2* Starting with a random sample from the time-product population, a further J random

transactions for each time-product pair are sampled to obtain each (pijt, qualityit).

A3* for all t, Ew[εijt] = 0, where wijt = wit for all j. That is, the weights are fixed across j

within each product-time pair.

The target index of quality-adjusted price growth from time period t = m to t = n is then

P general
m,n ≡ f−1(αn)

f−1(αm)
(47)

=
f−1

(
Ew
[
f
(

pijn
qualityin

)])
f−1

(
Ew
[
f
(

pijm
qualityim

)]) . (48)

And the generalised estimator becomes

P̂ general
m,n ≡ f−1(α̂WLS

n )

f−1(α̂WLS
m )

(49)

=
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(∑
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ij wijn

f
(
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))
f−1

(∑
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ij wijm
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(
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)) (50)
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(∑
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{
1
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∑
j f
(

pijm
qualityim

)}) (51)

By extension of equation (10) of the main text, price indexes that use the unit values solution
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have the form

P̂ general
m,n =

f−1
(∑

i
win∑
i win

{
f
(

1
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∑
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pijn
qualityin

)})
f−1
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{
f
(

1
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∑
j

pijm
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)}) (52)

The two solutions are equivalent if

1

J

∑
j

pijt
qualityit

= f−1

(
1

J

∑
j

f

(
pijt

qualityit

))
∀i, t. (53)

where the left side formally defines the unit value for time-product pair (i,t). The equality

holds when the index is one for which f(·) = (·). Otherwise, the equality need not hold,

resulting in an error. This result should be unsurprising; the unit value method takes a

position on the appropriate measure of central tendency without considering the choice of

f(·), which is also a position on the appropriate measure of central tendency.

I could provide simulations here for which the errors are large, but the parameters dictating

the sizes of the differences are unfamiliar, making it difficult to judge the value of the exercise.

Instead I provide two extreme empirical examples below, both of which still result in only

trivial differences. The bottom line is that unit values still appear to be excellent, practical

solutions.

The first example calculates Törnqvist-type price indexes for the top three cryptocurrencies

on an exchange called Coinbase, at three different index frequencies (Figure 1). The example

is extreme because the cryptocurrencies often have large swings in prices within the periods

that define the index frequencies. Thus the unit values method has to do a lot of work

to summarise prices of each type of cryptocurrency. Still, the differences between the unit

values method and the indexes justified by my solution are almost imperceptible.13

13Note that to calculate all of the cryptocurrency indexes I start with hourly unit values, i.e. the raw data
are not quite at the tick level.
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Figure 1: Törnqvist price indexes for cryptocurrencies

Notes: The cryptocurrencies in scope are Bitcoin, Ethereum, and Litecoin, all traded on the Coinbase
exchange. The unit values method is standard. The new solution is described formally in the body text.
Despite the extreme price volatility, the two methods give almost identical results.
Sources: Author’s calculations; CryptoDataDownload.com

The second example calculates Törnqvist-type price indexes for laundry detergent products

sold by a now-defunct Chicago franchise called Dominick’s (Figure 2). The example is

extreme for its so-called chain drift, evident in the different index trends across the weekly

and monthly panels.14 Again, the differences between the unit values method and my solution

are almost imperceptible.15

The script to replicate these figures is in the supporting material online.

14de Haan & Van der Grient (2011) were first to notice this feature of laundry detergent price indexes, in
a Dutch setting.

15To calculate all of the laundry detergent indexes I start with weekly unit values at the product-store
level, i.e. the raw data are not quite at the transaction level. The raw data for week 219 are missing in the
underlying dataset, so I repeat the data from week 218. I also drop products without matching observations
in comparison periods, to calculate a matched-product index.
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Figure 2: Törnqvist price indexes for laundry detergent

Notes: In scope are detergents sold at Dominick’s, a now-defunct Chicago-area grocery store. The unit
values method is standard. The new solution is described in the body text. Despite the extreme chain drift
in the weekly indexes, the two methods give almost identical results.
Sources: Author’s calculations; James M Kilts Center (University of Chicago Booth School of Business)

A.7 Exotic functional forms for hedonic indexes (ONLINE ONLY)

In this section I estimate a simple hedonic price index based on an arithmetic mean. The

estimates are very close to those from the equivalent geometric mean index, but they are also

more difficult to obtain. So departing from the geometric mean will rarely be worthwhile.

The estimated index is a chained monthly hedonic price index for detached houses in Sydney,

covering the period from January 2007 to December 2011. The index thus comes from 47

regressions, one for each chain link. For each of those links I use a simplified definition of

quality, qualityit ≡ bedsβ1areaβ2 , where beds is number of bedrooms, area is land size in

square metres, and the βk∈{1,2} are parameters to be estimated. I set f(·) = (·) and, again

for simplicity, wit = 1.
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To estimate the index I adapt the method of moments technique from Hajargasht & Rao

(2019).16 Focus is on the estimated fixed effects for t, which form the basis of each chain

link. To avoid complexity that is unnecessary for my purposes I do not seasonally adjust.

The data come from Australian Property Monitors (APM).

Figure 3 shows two versions of the index, differing in the algorithm used to solve the moment

conditions (both in Chaussé 2010). The indexes are close to one another, and the one using

the Fletcher (1970) algorithm is indistinguishable from the equivalent geometric mean index

(not plotted). Both algorithms require starting guesses for parameter values, for which I use

the analytical estimates from the geometric mean index. Using other starting values from

the same broad vicinity produces identical estimates in this case. But using näıve starting

values, like a vector of ones, produces nonsense. Such complexities will make these indexes

less attractive for statistical agencies.

The script used to produce these figures is in the supporting material online, although the

data are not, on account of being proprietary.

A.7.1 Copyright and Disclaimer Notice

The Sydney property price data used in this appendix is sourced from Australian Property

Monitors Pty Limited ACN 061 438 006 of 10 Harris Street Pyrmont NSW 2009 (P: 1 300

655 177). In providing these data, Australian Property Monitors relies upon information

supplied by a number of external sources (including the governmental authorities referred

to below). These data are supplied on the basis that while Australian Property Monitors

believes all the information provided will be correct at the time of publication, it does not

16I copy the procedure for what Table 3 of my Appendix describes as their “type 2” index. I just swap the
product fixed effects with my hedonic definition of quality. A straight non-linear least squares procedure is
inappropriate because the estimates of the quality parameters are more heavily influenced by periods with
higher price levels (and hence higher measured volatility). This imbalance is problematic when the chosen
functional form is a blatant approximation.
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Figure 3: Hedonic price indexes (arithmetic) for detached houses in Sydney

Notes: The series are not seasonally adjusted. The algorithm from Fletcher (1970) produces an index that
is indistinguishable from the equivalent geometric hedonic index (not plotted). The differences between
popular algorithms, though small, is an unattractive feature of using arithmetic means for hedonic indexes.
Sources: Author’s calculations; APM

warrant its accuracy or completeness and to the full extent allowed by law excludes liability

in contract, tort or otherwise, for any loss or damage sustained by you, or by any other person

or body corporate arising from or in connection with the supply or use of the whole or any

part of the information in this publication through any cause whatsoever and limits any

liability it may have to the amount paid to the Publisher for the supply of such information.

The data contain property sales information provided under licence from the Department of

Finance and Services, Land and Property Information.
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Iklé, D. M. (1972), ‘A new approach to the index number problem’, The Quarterly Journal

of Economics 86(2), 188–211.

International Labour Office, International Monetary Fund, Organisaiton for Economic Co-

operation and Development, European Union, United Nations & World Bank (2020),

Consumer Price Index Manual: Concepts and Methods, International Monetary Fund,

Washington, DC.

International Labour Organisation, International Monetary Fund, Organisaiton for Eco-

nomic Co-operation and Development, United Nations Economic Comission for Europe &

The World Bank (2004), Producer Price Index Manual: Theory and Practice, International

Monetary Fund, Washington, DC.

Ivancic, L., Diewert, W. E. & Fox, K. J. (2011), ‘Scanner data, time aggregation and the

construction of price indexes’, Journal of Econometrics 161(1), 24–35.

Jevons, W. S. (1863), A Serious Fall in the Value of Gold Ascertained and its Social Effects

Set Forth, Edward Stanford, London.

Keynes, J. M. (1930), A Treatise on Money: Volume 1 The Pure Theory of Money, MacMil-

lan and Co. Limited, London.

Khamis, S. H. (1972), ‘A new system of index numbers for national and international pur-

poses’, Journal of the Royal Statistical Society. Series A (General) 135(1), 96–121.

Kloek, T. & De Wit, G. (1961), ‘Best linear and best linear unbiased index numbers’,

Econometrica 29(4), 602–616.

Koenker, R. & Bassett Jr, G. (1978), ‘Regression quantiles’, Econometrica 46(1), 33–50.
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