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Abstract

Household consumption data are often unavailable, not fully collected, or incomparable over time
in poorer countries. Survey-to-survey imputation has been increasingly employed to address these
data gaps for poverty measurement, but its effective use requires standardized protocols. We refine
existing poverty imputation models using 14 multi-topic household surveys conducted over the
past decade in Ethiopia, Malawi, Nigeria, Tanzania, and Vietnam. We find that adding household
utility expenditures to a basic imputation model with household-level demographic and
employment variables provides accurate estimates, which even fall within one standard error of
the true poverty rates in many cases. Further adding geospatial variables improves accuracy, as
does including additional community-level predictors (available from data in Vietnam) related to
educational achievement, poverty, and asset wealth. Yet, within-country spatial heterogeneity
exists, with certain models performing well for either urban areas or rural areas only. These results
offer cost-saving inputs into future survey design.
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1. Introduction

A key challenge with poverty measurement is the inadequacy of household consumption (or
income) data, which underlie poverty estimates. Such data may simply be unavailable or may not
be comparable from one survey round to the next. This data-scarce situation, regarding both data
quantity and quality, occurs for various reasons ranging from lack of financial resources to local
capacity constraints, or even difficulties with survey implementation because of conflicts.

Indeed, Serajuddin et al. (2015) show that over the period 2002- 2011, of the 155 countries for
which the World Bank monitors poverty data using the World Development Indicators (WDI)
database, almost one-fifth (i.e., 28) have only one poverty data point and as many as 29 countries
do not have any poverty data point in the same period. Worse still, poorer countries have fewer
surveys: a 10-percent increase in a country’s household consumption level is associated with
almost one-third (i.e., 0.3) more surveys (Dang, Jolliffe, and Carletto, 2019).! Even for middle-
income countries with an established and long-running household consumption survey such as
India, concerns have been raised over varying degrees of incompatibilities of the poverty rates
over the past two decades due to changes in the way the consumption data are collected (Deaton
and Kozel, 2005; Dang and Lanjouw, 2018).

Against this background, there have been more calls to using alternative methods to obtain
poverty estimates in contexts with gaps in household consumption data (World Bank, 2017).?

Survey-to-survey imputation is an increasingly common method that development practitioners

'Notably, data quality is considered as essential to basic government operations and international aid agencies working
in African countries (see, e.g., Jerven (2019)). Devarajan (2013) offers an overview of the statistical challenges facing
these countries. The ongoing Covid-19 pandemic could increase poverty and further exacerbate these data deprivations
and digital divides for poor countries (Naude and Vinuesa, 2020). Most recently, the World Bank (2021) highlights
the role of data for improving global living conditions.

2 Imputation techniques are regularly used by international organizations and national statistical agencies to fill in
missing data gaps such as education statistics (UOE, 2020) and income data (US Census Bureau, 2017).



have turned to. Building on the seminal technique that imputes from a household consumption
survey into a census to generate poverty maps (Elbers et al., 2003), recent studies have imputed
from a household consumption survey into another survey to provide poverty estimates.* The basic
intuition is that we can utilize an existing older consumption survey to build an imputation model,
using appropriate predictor variables. This imputation model is subsequently employed in
combination with the same variables in a more recent survey that does not collect consumption
data to provide poverty estimates for the more recent survey.

Besides its relevance for obtaining updated, nationally representative poverty estimates, two
other (common) applications of imputation are notable. One application is proxy means testing for
social targeting programs. The other application is evaluation of before-and-after impacts of small-
scale projects on poverty outcomes (e.g., a food subsidy project). These programs need to identify
households that are eligible for program assistance whose (predicted) consumption levels are
below a specified threshold or to track household poverty status that are credibly attributed to the
impacts of the project.* Yet, these projects usually have neither the resources nor the capacity to
implement a full-scale consumption survey.

This paper makes several new contributions to the literature on survey-to-survey imputation of
poverty estimates. First, we further refine various aspects of the poverty imputation models that
have been employed in the existing literature. In particular, the paper explores the extent to which
varying the scope and complexity of predictors could impact imputation accuracy. The resultant

scenarios have relevance for survey design and costing. Specifically, we examine (i) the robustness

3 The poverty-mapping technique combines a household consumption survey and a non-consumption census, which
allows us to provide poverty estimates at a more disaggregated level than available in the household survey.

4 See, e.g., Brown et al. (2018) for a recent application of proxy-means testing and Garbero (2014) for a recent
application of imputation for evaluating project impacts on poverty reduction.



of the same poverty predictors for different survey rounds over time, and whether we can improve
imputation accuracy by ii) adding predictors that capture sub-components of household
consumption, and iii) adding predictors from auxiliary community or geospatial data sources.
While we focus on imputation over time that tracks poverty trends, we also briefly discuss
imputation within the same period of time that is relevant for project targeting. While previous
studies have touched on some of these refinements, to our knowledge this is the first study that
attempts to provide a comprehensive and systematic examination of all of them.

Second, in order to offer illustrations for a range of data-scarce contexts where imputation
methods are most useful, we harmonize and rigorously analyze data from 14 recent rounds of
multi-topic household surveys that have been conducted over the past decade in Ethiopia, Malawi,
Nigeria, Tanzania, and Vietnam. These five countries span two regions (i.e., Sub-Saharan Africa
and Southeast Asia) and different income levels (i.e., low-income to lower-middle-income), thus
exhibit more heterogeneity regarding income levels and population sizes vis-a-vis the contexts in
previous studies. These heterogeneous settings help ensure that the estimation results, if confirmed
across countries, can reliably inform recommendations for future survey-to-survey imputation
efforts.

Finally, based on the new findings and our review of key previous studies, we provide practical
guidance on the variables that can be combined with existing consumption surveys to obtain
reliable poverty estimates. These variables can be classified into two groups: those that are likely
available in most household surveys (or auxiliary data sources) and those that can be relatively
more easily collected (perhaps in a “lighter” and less expensive survey that does not collect full

information on consumption). This new and practical focus helps make our study relevant for the



design of future surveys as part of survey-to-survey imputation approaches to poverty
measurement.

The headline findings are as follows. Starting with a basic imputation model that includes
household demographic and employment characteristics, we find that augmenting this model with
additional predictors that capture household utility consumption expenditures (including
electricity, water, and garbage), or to some extent, household assets and dwelling attributes
generally provides poverty estimates that are not statistically significantly different from the “true”
poverty rates.’ These models tend to perform better than the other models, and the resulting
imputed poverty rates even fall, in many cases, within one standard error of the true poverty rates.
Adding geospatial predictors, such as soil quality and distance-to-facilities (and nightlight in the
case of Vietnam), by merging georeferenced household survey data with publicly available
geospatial data sources, is found to further improve imputation accuracy. In particular, including
utilities expenditures as an additional predictor in the basic imputation model increases the
probability of accurate imputation by 46 percentage points at the national level for all the countries.
Further augmenting this model with satellite-based soil quality measures raises the probability of
accurate imputation by an additional 17 percentage points. For within-year imputation, all the
proposed imputation models work quite well.

Yet, while these models generally work both at the national level and separately in urban and
rural areas, we further document some spatial differences through cross-country meta-analysis.
For urban areas, the best performing models are those that feature one of food, health, education,

or utilities expenditures as an additional predictor alongside predictors related to demographics,

> We loosely refer to the poverty rates that are obtained based on actual survey data are “true” poverty rates. The
poverty rates that are obtained based on imputation are the imputed (predicted) poverty rates.



employment, housing and household assets. For rural areas, the best performing models are those
that bring in one of total non-food or utilities expenditures as an additional predictor.

Moreover, the analysis of the additional survey and census data for Vietnam demonstrates that
adding community-level measures of infrastructure, topography, poverty status, education
achievement, and wealth can significantly improve estimation accuracy. Further adding
continuous, or even dichotomous, measures of consumption of specific food groups as additional
predictors may also improve imputation accuracy.

This paper consists of six sections. We provide a brief review of the literature in the next
section before discussing the analytical framework and data in Section 3. We subsequently present
in Section 4 the main estimation results (Section 4.1) and other extensions of analysis (Section
4.2). These include adding the geospatial variables (Section 4.2.1), more disaggregated food
consumption items (Section 4.2.2), and additional variables from other auxiliary data sets such as
a community survey or population census (Section 4.2.3). We further discuss a more specific
application, within-year imputation, in Section 4.3 before offering meta-analysis results on model
selection and some practical thoughts for survey implementation in Section 5. We finally conclude

in Section 6.

2. Literature Review

We briefly review the most relevant studies in this section. Elbers et al. (2003) provide a
seminal study that introduces the poverty mapping method (i.e., survey-to-census imputation) to
the economic literature that allows poverty estimates at lower administrative levels than are
possible using the household survey alone. Employing Elbers et al. (2003)’s framework, various

survey-to-survey imputation studies impute from one survey round to another, where these survey



rounds can be of either the same design (e.g., imputing from one older household survey round
into another more recent household survey round) or of different types (e.g., imputing from one
older household survey round into a more recent labor force survey round).

We review in Table A.1, Appendix A some key studies in the past 20 years that offer validation
of imputation-based poverty estimates against the survey-based poverty estimates using actual
consumption data.® Several findings stand out from this table. First, the imputation-based poverty
estimates can closely track the survey-based estimates in a number of different countries covering
different geographical regions. Second, in terms of data combination, studies impute from one
round to another round of the same household consumption survey (Christiaensen et al., 2012;
Mathiassen, 2013; Daniels and Minot, 2015) or to a different survey such as the Demographic and
Health Survey (DHS) (Stifel and Christiaensen, 2007) or the Labor Force Survey (Douidich et al.,
2016).

Third, regarding methodology, subsequent studies offer various refinements of certain features
of the poverty mapping technique, such as imposing a parametric probit functional form on the
error term (Tarozzi, 2007) or offering a different formula to estimate the standard errors
(Mathiassen, 2009). Most recently, building on the Elbers et al. (2003) method, Dang, Lanjouw,
and Serajuddin (2017) attempt to bring some further improvements to the survey-to-survey poverty
imputation method, which include simpler variance formulas and formulas for standardization of
variables from surveys with different sampling designs (e.g., imputing from a household
consumption survey into a LFS). This method has been validated and applied to data from poor

and middle-income countries in different regions ranging from India, Jordan, and Sub-Saharan

6 Kijima and Lanjouw (2003) offer an earlier imputation study that applies the Elber et al. (2003) framework but
without validation against actual consumption data. See Dang ef al. (2019), Dang (2021), and Dang and Lanjouw
(forthcoming) for more detailed reviews on the poverty imputation literature.



African countries to Vietnam (Beegle et al., 2016; Dang et al., 2017; Cuesta and Ibarra, 2018;
Dang and Lanjouw, 2018; Dang et al., 2019). Another recent application of this method is to
provide poverty estimates for the Syrian refugees in Jordan (Dang and Verme, 2022) or the various
refugee populations in Chad (Beltramo et al., 2021).”

Finally, regarding variable selection for imputation models, the variables that are found to work
well typically include household assets and housing characteristics, with some inconclusive
evidence regarding predictors that capture sub-components of household consumption
(Christiaensen et al., 2012; Dang et al., 2019).8 Using a food demand conceptual framework based
on the Engel curve, Christiaensen, Ligon, and Sohnesen (2022) make a theoretical suggestion that
using consumption sub-aggregates for poverty imputation only works under certain stringent
conditions (i.e., these items follow linear Engel curves given prevailing prices and the effect of
price changes is small). As such, the key challenge is whether, and how we can identify such
variables in practice. On the other hand, Dang et al. (2017) propose an Oaxaca decomposition test
that helps select the imputation model that offers the best estimation results where consumption
data exist for earlier survey rounds (i.e., there are two earlier survey rounds with consumption
data). It is useful to note that selecting variables for the imputation model can also be more broadly

related to survey design. Analyzing a randomized survey experiment in Malawi, Kilic and

7 The economic poverty imputation literature is also related to a larger literature on missing data (or multiple
imputation (MI)) in statistics (see, e.g., Rubin, 1987; Carpenter and Kenward, 2013). Certain differences, however,
exist between the two literatures; one is that MI studies tend to employ Bayesian techniques for their estimation, which
are more complex and require (far) more computation time for drawing from posterior distributions. Another
difference is that economists appear to use economic theory alongside statistical theory for model selection, even
though there is little formal discussion of this process in existing studies. See, e.g., Jenkins et al. (2011) and Douidich
et al. (2016) for recent studies that apply MI techniques to economic issues. A related application of imputation
methods is the construction of synthetic panels, which allow richer analysis of poverty dynamics (Dang et al., 2014).
8 This result is consistent with the concept of a wealth index that is constructed from household assets and housing
characteristics to proxy for household wealth levels (Filmer and Pritchett, 2001).



Sohnesen (2019) document that applying the same poverty imputation model to questionnaires of
varying lengths could result in 3 to 7 percentage points differences in the predicted poverty rates.
Compared to the existing literature, our paper offers rigorous validation using multi-topic
household survey data from more countries and survey rounds and that are integrated with
ancillary census and geospatial data. For example, most studies focus on validation using data from
one single country or at most two countries (with up to seven survey rounds), while we analyze
data from five countries (with 14 survey rounds). Our comparative assessment leverages a greater
scope of potential predictors (including consumption sub-aggregate items) vis-a-vis the existing
literature, with a focus on providing practical guidance for future survey design. Furthermore, we

provide new meta-analysis that can practically guide model selection in other contexts.

3. Analytical Framework
3.1. Imputation Model

We employ Dang ef al.’s (2017) method as the main imputation tool in this paper, which we
briefly describe next. We assume that the linear projection of household consumption per capita
(y;), where j denotes the survey, on household and other characteristics (x;) is given by the
following linear model

Yj = Bj'xj + i (1)
where f jare the vector of coefficients, for j= 1, 2.° For better accuracy, the error term u i is further
broken down into two components, a cluster random effects (v.;) and an idiosyncratic error term

(¢j). Conditional on the x; characteristics, the cluster random effects and the error term are assumed

 More generally, j can be larger than 2 and can indicate any type of relevant surveys that collect household data
sufficiently relevant for imputation purposes such as labor force surveys or demographic and health surveys. To make
the notation less cluttered, we do not show the subscript for households in the equations.



uncorrelated with each other and to follow a normal distribution such that v.;|x;~N (0, 03].) and
gj|xj~N (0, afj). Equation (1) thus provides a standard linear model that can be estimated using

most available statistical packages. The consumption data exist in the base survey (i.e., j= 1, or
survey 1) but are not available in the other survey(s). Our objective is to impute the missing (or
low-quality) consumption data, which can be subsequently employed to obtain poverty estimates
in the target survey (or survey 2), given that these data are available in this base survey alone.
Assume that the sampled data in survey 1 and survey 2 are representative of the same
population in each respective time period, such that estimates based on the same characteristics x;
in these two surveys are consistent and comparable (Assumption 1). In other words, this
assumption implies that, for two contemporaneous (i.e., implemented in the same time period)
surveys, measurements of the same characteristics x; are identical (except for potential sampling
errors) since they are consistent measures of the population values; for two non-contemporaneous
surveys, these estimates from the two surveys are consistent and comparable over time. While it
is difficult, if not possible, to formally test for Assumption 1, prior (expert) knowledge about the
quality of the survey data can provide supportive evidence for its validation. For example, survey
rounds of the same design (e.g., different rounds of a household consumption survey) are more
likely to satisfy Assumption 1 than those of different designs (e.g., a household consumption
survey round and a labor force survey round). Assumption 1 should not be taken for granted since
these survey inconsistencies (even between different rounds of the same survey) are well

documented in studies using data from both poorer and richer countries.!? Clear violation of

10 Survey design issues that compromise the comparability of poverty estimates are found in various countries. These
issues can range from changes in the number of consumption items in the questionnaire in India and Vietnam (World
Bank, 2012; Dang and Lanjouw, 2018) to data collection methods in China and Tanzania (Gibson, Huang, and Rozelle,
2003; Beegle et al., 2012). See also Angrist and Krueger (1999) for a related review of comparability and other data
issues with a focus on labor force surveys in the U.S.



Assumption 1 rules out the straightforward application of survey-to-survey imputation technique
and may require further data checks to gauge the degree of violation of this assumption.

Further assume that given the estimated consumption parameters from survey 1, the changes
in the distributions of the explanatory variables x; between the two periods can capture the change
in the poverty rate in the next period (Assumption 2). Given Assumptions 1 and 2, to obtain the
imputed consumption for survey 2 we can replace x; with x, in Equation (1):

Y2 = Bi'% + Ve + & (2)
Put differently, Equation (2) applies the model parameter By and the distributions of the error terms
v, and &; from the base survey to the x, characteristics in the target survey to obtain estimates of
household consumption Yy in the target survey (with the superscript indicating that the household
consumption variable is predicted using the model parameters from the base survey).

Since the estimated parameters are obtained using a different survey from the target survey,

we can use simulation to estimate Equation (2) as follows:
~1 _ 1gos 3 = 3
Y2 = EZS=1 (ﬁ{,sxz + Uct,s + gl,s) (3)
=~/ ~ ~ . . . :
In Equation (3), B, ., U¢1,s, and &, ¢ represent the 5™ random draw (simulation) from their estimated

distributions using the base survey, for s= 1,..., S. The poverty rate in the target survey and its

variance can then be estimated as

~ 1 ~
P, = 5 §=1 P(}’zl,s <7z) 4)
= 1 PN 1 ~
V(P;) = 3 521 V(Pyslxy) + V(§Z§=1 P, ¢|x3) (5)

Subject to data availability, the vector of characteristics x; that are commonly observed in both
the base survey and the target survey can include individual, household, and other characteristics.

To help provide relevant inputs for future survey design, we organize the estimation results

10



centered on two principles. The first principle is that the variables in the imputation model are
likely available in a standard household consumption survey (or other auxiliary data sets such as a
LFS or geospatial data). The second principle is ease of data collection, such that these variables
are collectible in most data-scarce contexts. Combined together, these two principles ensure that
our estimation results are operational; that is, we can provide imputation-based poverty estimates
with the most parsimonious imputation model possible, or the best imputation model in terms of
ease of data collection. !

We consider three extensions where we examine whether adding to each of these two models
some other variables can help improve imputation accuracy. These include variables such as 1)
geospatial variables, ii) more disaggregated (either dichotomous or continuous) measures of
consumption of specific food groups, or iii) variables from the community survey or population
census. Nightlight data have been used to produce poverty maps for African countries (Jean et al.,
2016) and soil quality is strongly associated with higher agricultural outputs that can raise
household living standards (Tittonell and Giller, 2013; West et al., 2014). While geospatial
variables have become increasingly more available, the latter two types of variables are not readily
available in most contexts. The continuous measures of consumption of specific food groups also
require deflators to make these items consistent and comparable over time, similar to the need for
deflators in order to use other consumption sub-aggregates as poverty predictors. Similarly, data

from the population census are not always accessible. As such, we examine these variables in a

' Following these principles also implies that certain variables that may help improve imputation accuracy but are
difficult to collect data on (such as food consumption with the appropriate deflators to make it comparable with
previous surveys) are not recommended for a good and cost-effective imputation model. We discuss this further in
Sections 4 and 5.

11



rough order of data availability in a typical survey context. We further discuss these variables in
Section 4.2.

While we focus in this paper on examining the robustness of the same poverty predictors for
different survey rounds over time (i.€., across-year imputation), we also consider their performance
within the same time period (i.e., within-year imputation). Across-year imputation is typically
employed to provide more updated poverty estimates, while within-year imputation is often used

in contexts of proxy-means testing or evaluating project impacts on poverty reduction. '?

3.2. Data

We analyze multi-topic household survey data from a total of 14 survey rounds from five
different countries: Ethiopia (1), Malawi (4), Nigeria (2), Tanzania (3), and Vietnam (4), with the
number of survey rounds for each country being noted in parenthesis. In each Sub-Saharan African
country, the data originate from the nationally-representative, multi-topic household surveys that
have been implemented by the respective national statistical office with support from the World
Bank Living Standards Measurement Study — Integrated Surveys on Agriculture (LSMS-ISA)
initiative. Being similar to the LSMS-type surveys supported by the World Bank, the surveys from
Vietnam are implemented biennially by the country’s General Statistical Office (GSO) with
technical support from the World Bank. These surveys are generally regarded as being of high
quality and are regularly employed by the Government of Vietnam and international organizations
to provide estimates on household welfare and poverty measures.

The data sets include:

12 The assumptions for these two types of imputations are also quite different. While across-year imputation requires
Assumption 2 as discussed above, within-year imputation requires the assumption that the national model also applies
to the specific region under investigation. Dang and Lanjouw (forthcoming) offer further classification of imputation
methods.

12



1. the Ethiopia Socioeconomic Survey (ESS), 2018/19 round

ii.  the Malawi Integrated Household Survey (IHS), 2010/11 and 2016/17 rounds

iii.  the Malawi Integrated Household Panel Survey (IHPS), 2010 and 2013 rounds

iv.  the Nigeria General Household Survey (GHS)—Panel, 2010/11 and 2012/13 rounds, and

v.  the Tanzania National Panel Survey (TZNPS) 2008/09, 2010/11, and 2012/13 rounds.

vi.  the Vietnam Household Living Standards Survey (VHLSS) 2010, 2012, 2014, and

2016 rounds.

The sample sizes hover around 3,000 to 5,000 households for the LSMS-ISA surveys, except for
the ESS 2018/19, which surveyed nearly 7,000 households, and the Malawi IHS3 and IHS4, which
surveyed over 12,000 households. The sample size for each VHLSS round is around 9,300
households.

We prepare and add several geospatial variables for the five countries, including the distances
from the commune center to various important locations (e.g., the nearest major road and the
nearest international land border crossing), nightlight intensity, and agricultural soil quality. These
data are obtained from various sources including FAO and are provided together with the LSMS-
ISA public use data sets, except for Vietnam where we process these data separately. '3

For Vietnam, we further add several variables that are collected through the VHLSS
community questionnaire and that capture community accessibility and infrastructure, including
distance variables to the nearest facilities and a major city, and whether the communes are
classified as being poor or remote. Since community questionnaires are often part of the

instruments used by LSMS-type surveys, the main advantage of employing these commune

13 See, e.g., Tanzania’s National Bureau of Statistics (2011) for more discussion on the geospatial variables in the
context of this country. For Vietnam, we collect and process data from various public data sources including
Harmonized World Soil Database, Open Street Map, and NOAA Climate Data.

13



characteristics is that they can be more readily available to use (compared to predictors that are
derived from third-party geospatial data sources that the georeferenced household survey data
would need to be linked to). We also add several variables from Vietnam’s 2009 Population and
Housing Census on education achievement, ethnicity, and household wealth, which are aggregated
at the commune level from the micro census data.

The survey rounds listed above are generally regarded as being of good quality. They share the
same sampling frame for each country and are generally regarded as comparable over time by most
data users (including international organizations and academia). The consumption data are deflated
in the base survey year’s prices and are comparable across survey rounds for each country. This
satisfies Assumption 1 that the sampled data in round 1 and round 2 are representative of the same
population in each time period. Being LSMS-type surveys, these surveys are also comparable
across countries. We provide both across-year and within-year imputation results for all the
countries, except for Ethiopia where we can only analyze one survey round and test within-year
imputation. The objective is to produce the imputation-based poverty estimates as if we did not
have consumption data, and then evaluate these imputation-based poverty estimates against the

poverty estimates based on the actual survey data (i.e., the “true” poverty rates).

4. Estimation Results
4.1. Main Results

To examine the sensitivity of imputation accuracy to various predictor variables, we build the
estimation models on a cumulative basis, with the later models sequentially adding more variables

to the earlier models. On the whole, we employ nine core imputation models across five
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countries.'* Model 1 is the most parsimonious (or basic) model and consists of household size,
household heads’ age and gender, household heads’ highest completed levels of schooling, a
dummy variable indicating whether the head belongs to the ethnic majority group, the shares of
household members in the age ranges 0-14, 15-24, 25-59 and 60 and older, a dummy variable
indicating whether the head worked in the past 12 months, and a dummy variable indicating urban
residence. Model 2 adds household asset variables and house (dwelling) characteristics to Model
1. Household assets include variables indicating whether the household has a car, motorbike,
bicycle, desk phone, mobile phone, DVD player, television set, computer, refrigerator, air
conditioner, washing machine, or electric fan. House characteristics include the construction
materials for the house’s roof and wall and the type of water and toilet the household has access
to.!> Models 1 and 2 include standard variables that are available in most LSMS-type surveys and
other types of micro surveys as well.

Model 3 adds total food expenditures to Model 2, and Model 4 adds total non-food
expenditures to Model 2. Models 5 to 8 add to Model 2, respectively, durables expenditures, health
expenditures, education expenditures, and utilities expenditures (such as on electricity, water, and
garbage). All these expenditures are on a per capita (or per adult equivalent) basis and are
converted to logarithmic form. Finally, Model 9 adds utilities expenditures to Model 1. The list of
the specific predictors that are used in each country is provided in Appendix A, Table A.2. For

comparison purposes and robustness checks, we use two estimation methods with different

14 A recent theoretical study also suggests that for misspecified regressions, adding more variables may result in larger
inconsistency (De Luca, Magnus, and Peracchi, 2018). On the other hand, dropping some variables from the core
Model 1 such as employment generally, but not substantially, decreases the imputation accuracy (see Appendix E).
As such, it is useful to examine imputation accuracy for different models.

15 For Vietnam, house wall material is assigned numerical values using the following categories: 6 "cement", 5 "brick",
4 "iron/wood", 3 "earth/straw", 2 "bamboo/board", and 1 "others". The types of toilet are assigned numerical values
using the following categories: 6 "septic", 5 "suilabh", 4 "double septic", 3 "fish bridge", 2 "others", and 1 "none".

15



assumptions about the error terms. Method 1 uses the normal linear regression model with the
theoretical distribution of the error terms and Method 2 uses the empirical distribution of the error
terms. Both methods include the random effects at the primary sampling unit for each country.

Table 1 provides the estimation results for the predicted poverty rates for 2016 for Vietnam
using the 2014 VHLSS as the base survey round. (The full regression results for Equation (1) are
shown in Appendix B, Table B.1). The estimation results show that Models 1 to 8 provide
inaccurate poverty estimates that are different from the true poverty rate of 9.6 percent for 2016.
However, poverty estimates using Model 9, which controls for utilities consumption, are
statistically insignificantly different from the true poverty rate for both estimation methods.
Furthermore, our predicted poverty rates are 9.7 percent and 9.1 percent using the normal linear
regression model and empirical distribution of the error terms, are within the one-standard-error
interval of the true poverty rate of [9.2, 10.0].

To examine the robustness of the same poverty predictors for different survey rounds over
time, we provide estimation results using the preceding survey round as the base survey and
subsequently impute into the next survey round for all four rounds of the VHLSS. That is, we build
the imputation model using the 2010 round and impute into 2012, and using the 2012 round to
impute into 2104. The estimation results are provided in Appendix B, Tables B.9 and B.10 for
2012 and 2014, respectively.

Several results stand out from these two tables. First, controlling for utilities consumption
(Model 9) provides estimates that are mostly within one standard error of the true poverty rate for
both years. The only case where Model 9 estimate is not accurate is for the imputation model from
2012 to 2014, using the empirical distribution of the error terms (Table B.12, row 3). Yet, in this

case the difference with the true poverty rate is not very large at one percentage point, which is
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roughly 8 percent of the true poverty rate (=1/13.2). Second, adding the household asset variables
and the house characteristics to Model 1 (Model 2) offers estimates that are within one standard
error of the true poverty rate for both years. While we do not have the same result for 2016, this
result is consistent with the finding in previous studies that these variables have an important role
in prediction accuracy (as discussed in Section 2).!¢ Third, the model that includes both utilities
consumption and the household asset and house characteristics variables (Model 8) performs well.
Indeed, three out of four estimates fall inside the 95 percent confidence interval (CI)) of the true
poverty rate; put differently, both these estimates are not statistically significantly different from
the true poverty rate. Yet, this model does not appear to clearly improve on either Model 2 or
Model 9.

Finally, some models that control for certain consumption sub-aggregates appear to do well
for (one of) these two years but not for 2016. Specifically, controlling for food expenditures
(Model 3) provides estimates that are within one standard error of the true poverty rate for 2014.
Controlling for health expenditures (Model 6) offers estimates that mostly fall within the 95
percent CI of the true poverty rate. The reason is likely due to the fact that food expenditures often
form a key component of household expenditures, particularly for poorer countries; health
expenditures, on the other hand, do not typically make up a large share of household expenditures
but can represent important expenses.

It is also useful to note that while a high value of R? generally indicates a good model fit for
the underlying regression (for Equation (1)), it does not automatically indicate that the poverty

imputation model calibrated with the base survey data can provide accurate predictions once it is

16 In addition, Model 2 performs better than some other models with more variables. This is also consistent with our
discussion earlier that adding more variables to misspecified regressions may result in less imputation accuracy.
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applied to the target survey data. For example, the R? for Model 9 ranges between 0.45 and 0.59,
which is much less than the corresponding R? value of roughly 0.9 for Model 3 for the four
countries (Tables 1 to 4). Yet, regarding imputation accuracy, Model 9 performs better than Model
3 (and most other models with a higher R? value). This result similarly holds for the coefficient of
correlation p(y,yh) between the predicted and actual consumption variables, which is a statistic
commonly used to measure how well the predicted variable approximates the actual variable
(Pituch and Stevens, 2016). We return to more discussion on the estimated model parameters in
Section 5.

We turn next to the estimates using similar models for other countries, which are shown
respectively in Tables 2, 3, and 4 for Malawi, Nigeria, and Tanzania. (Since we only have data for
one survey round for Ethiopia, we are unable to provide similar estimates for this country.)
Notably, Model 2 (controlling for the household asset variables and the house characteristics)
works well for Malawi and Nigeria, but not Tanzania. Model 9 (controlling for utilities
expenditures) generally performs well for all the three countries. On the other hand, Model 8 that
controls for both the household asset variables and the house characteristics and utilities
expenditure works for Nigeria and Tanzania but not Malawi.

Similar to Vietnam, the imputation models that control for consumption sub-aggregates do not
show a consistent pattern. In particular, controlling for food and health expenditures (Model 3 and
Model 6) works for Malawi and Nigeria, which are similar to the results for the years 2012 and
2014 for Vietnam. On the other hand, controlling for non-food expenditures (Model 4) works for
Malawi and Tanzania. The estimation results are provided in Appendix B, Tables B.13 and B.14
for Malawi and Tanzania, respectively. We return to more discussion on meta-analysis of model

performance, including for urban and rural areas, in Section 5.
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4.2. Further Extensions with Complementary Predictors

Our estimation results so far suggest that controlling for household assets and house
characteristics (Model 2) or controlling for utilities expenditures (Model 9) provides better poverty
estimates than the other models. We next consider three extensions where we examine adding to
each of these two models geospatial variables, more disaggregated (either dichotomous or
continuous) measures of consumption of specific food groups, or variables from the community

survey or population census.

4.2.1. Adding Geospatial Variables

Figure 1 provides the poverty estimates in 2016 for Vietnam when we further add to Model 2
or Model 9 the distances from the commune center to various important locations (such as
distances to the nearest major road, the nearest population center with 50,000 or more people, the
nearest major port, the nearest international land border crossing, the provincial capital, and the
land-based travel time to the nearest densely-populated area), nightlight intensity, and agricultural
soil quality. The estimation results show that while adding these variables to Model 2 leads to
worse estimates that fall outside the 95 CI of the true poverty rate, doing so with Model 9 yields
the opposite results. All the poverty estimates where we separately add these geospatial variables
are still within one standard error of the true poverty rate of 9.6 percent.

The results for the other countries are somewhat similar to those for Vietnam, except that we
do not have nightlight intensity for these countries. Adding the geospatial variables to Model 9
works for Tanzania but not for Malawi, where doing so even results in the poverty estimates falling
outside the 95 CI of the true poverty rate. Adding the same variables to Model 2 works for Malawi

only in the case of agricultural soil quality but works quite well for Nigeria with both the poverty
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estimates lying within one standard error of the true poverty rate.!” The full regression results

underlying Figure 1 are provided in Appendix B, Tables B.5- B.8.

4.2.2. Adding More Disaggregated Food Consumption Items

We turn next to examining models that add more disaggregated food consumption items to the
imputation model with household assets (Table 1, Model 2) using the Vietnam data sets. As
discussed above, we deflate these consumption items to the same prices across the 2012-14 rounds
of the VHLSSs before including them in the imputation models. We sequentially add to the
imputation model each of eight sub-categories of food consumption: rice (the Vietnamese staple
food), meat, seafood, vegetable and fruit, lard and cooking oil, milk products, drinks, and food
away from home. These food items are popular in the country’s diet and range from 3 percent
(drinks) to more than 30 percent (food away from home) of total household food consumption.
The estimation results, shown in Table 5, perform quite well. Except for milk products (Model 6)
that fall inside the 95% confidence intervals (ClIs), all the estimates for the other models are within
one standard error of the true poverty rate of 13.2 percent for 2014.

In the case of Model 9, one of the leading imputation model alternatives based on the
aforementioned findings, adding more disaggregated food consumption items to the imputation
does not improve prediction performance over and above the core Model 9 model and can in fact
result in lower levels of accuracy (Appendix B, Table B.11). For instance, the model that includes
milk products and uses the empirical distribution of the error terms provides an estimate that is

statistically different from the true poverty rate (Model 6, row 2). The remaining models, however,

17 While Figure 1 shows that the 95% Cls of some estimates overlap with those of the true poverty rates, we use the
more rigorous criterion of whether the point poverty estimates fall inside the 95% Cls of the true poverty rates.
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offer estimates that fall within the 95 CI of the true poverty rate. In fact, two-thirds (i.e., 10 out of

15) of the estimates are still within one standard error of the true poverty rate.'8

4.2.3. Adding Variables from Other Data Sets

We turn next to the VHLSSs in 2012 and 2014 where we add several community variables
such as the distances from the commune center to the nearest facilities, a major city, and whether
the communes are classified as being poor or remote.' The estimation results, shown in Table 6,
suggest that simply adding these variables to the most parsimonious model (that controls for
demographics and employment) does not result in good poverty estimates (Model 1). However,
adding these variables to either the imputation models that control for household assets and house
characteristics or for utilities expenditures works well and provides the poverty estimates of
approximately 18.0 percent. This figure is very close to and lies within one standard error of the
true poverty rate of 18.1 percent for rural Vietnam in 2014. (Model 2 and Model 3).

Table 6 further adds the commune-level characteristics to the imputation model, which are
generated using the 2009 Population and Housing Census. These variables include the share of the
population with college/ university education, the share of the population that belong to ethnic
majority groups, the average household's asset index and living areas, and the share of houses with

high quality cooking fuel sources, drinking water sources, and toilet facilities. Adding these

18 Table B.12. shows the results from the models that are estimated with the 2012-2014 rounds of the VHLSS and that
instead complement the specification of Model 9 with dichotomous, easier-to-collect, measures of consumption of
specific food groups. In particular, these dichotomous food consumption measures do not require the use of
consumption deflators as with the continuous measures. The models for Vietnam perform well and all the estimates
fall within one standard error of the true poverty rates. However, these models do not show a consistent pattern across
countries. The poverty estimates work reasonably well for Malawi in 2013, but fall outside the 95 CIs of the true
poverty rate for Vietnam in 2016, Malawi in 2016/17, and Tanzania in 2010/11 and 2012/13 (see Appendix D in Dang
etal. (2021)).

19 These community variables are available for rural areas only, which results in a higher poverty rate and a smaller
number of observations for this table compared to Table B.12.
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variables does not change the results with the imputation using the house assets (Model 2), since
the estimates are already within one standard error of the true poverty rate (Appendix B, Table
B.9, Model 2). But doing this significantly improves the prediction accuracy for the imputation
model using the utilities expenditures. Specifically, the estimate using the empirical distribution
of the error terms turns from lying outside the 95% CI (Appendix B, Table B.9, Model 8, row 2)

to falling within one standard error of the true poverty rate.

4.3. Within-Year Imputation

For the within-year imputation, we divide the estimation sample into two random halves for
each country. We subsequently use one random half as the base survey and impute from this base
survey into the other random half, which serves as the target survey. The estimation results suggest
that the within-year imputation works well for most models for every country. Summarizing the
results for Vietnam, Ethiopia, Malawi, Nigeria, and Tanzania (fully shown in Appendix B, Tables
B.15 to B.19), Figure 2 indicates that the estimates mostly fall within the 95% ClIs of the true
poverty rates.?’ The estimates are less accurate for Ethiopia and Vietnam and, with four and six
out of 18 estimates respectively falling outside the 95% ClIs of the true poverty rates. On the other
hand, the estimates for the other countries all fall within the 95% CIs, and many within one
standard error of the true poverty rates.

These results indicate that with only a single base survey at hand, it could be misleading to
carry out a similar within-survey imputation exercise and decide on the best performing model to
be used for across-year imputation. The reason is that while all the tested models appear to be

achieving comparable within-year imputation performance, only a subset of the models can fulfill

20 Figure 2 shows estimates that are obtained using the normal linear regression models. The estimates that are obtained
using the empirical distribution of the error terms are similar (Appendix B, Figure B.1).
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across-year imputation needs and provide poverty estimates that are not statistically significantly

different from the true poverty rates.

5. Further Meta-Analysis on Model Selection

Given the various across-year imputation model variants that we tested for different countries
and years, it is useful to summarize the results through a meta-analysis. Figure 3 plots for 26
different models the imputation accuracy, which is defined as the share of the estimates that is not
statistically significantly different from the true poverty rate for a model. The measure is computed
across all instances of a given model’s estimation with a unique pair of a base survey and a target
survey in a given country. These models include the core Models 1 to 9 (shown in Tables 1 to 4)
and the six models with geo-spatial variables. For more comparison, we further added:

1) three models that are variants of Model 2: demographics variables only, demographics

variables and assets, and demographics variables and housing characteristics, and

i1) eight model variants that add to Model 2 a dummy variable indicating household

consumption of, respectively, the staple food (rice or maize), meat, seafood, vegetable
and fruit, lard and cooking oil, milk products, drinks, and food away from home.

Figure 3 suggests that for the first nine models, Model 9 performs better than average with an
imputation accuracy of 70.8 percent, to be followed by Model 3 (58.3 percent) and Model 8 (45.8
percent). Further augmenting Model 9 with the geospatial variable on agricultural soil quality can
raise its accuracy to 75 percent. Incorporating into Model 2 the dichotomous variables that capture

consumption of food groups does not seem to help much, except that it raises the imputation
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accuracy above the average model performance, to 45.2 percent and 42.9 percent respectively,
when we add cooking oil or drinks.?!

The analysis shown in Figure 3 is obtained by simply averaging across the imputation models
the results across the countries, the years, as well as other variables (e.g., region or estimation
methods). To further take into account the potential contributions from these model characteristics,
we estimate the following logit regression

Pen = Xike1 VMg + Tn + 0pn (0)
where Py, is a binary variable that equals 1 if the poverty estimate is not statistically significantly
different from the true poverty rate and 0 otherwise, for k= /,.., K models and n= I,.., N countries.
m,, are the dummy variables indicating the imputation models, 7,, are the country dummy
variables, and wy,, is the error term.??

The dynamics between a country dummy variable and its poverty rate can be captured to
varying extents for different countries by the imputation models. Consequently, to shed more light
on these differences, we can replace the country dummy variables with the model characteristics,
to estimate the following alternative equation:

Pen = Xike1 O'myp +0'Z + @y (7)
where Z are the model characteristics such as the true poverty rate in the target survey, the
(logarithm of) sample size of the base survey, the time difference between the base survey and the

target survey, and the estimation method (normal linear regression model or the empirical

21 As a special case, we excluded the employment-related predictors and re-estimated all the models using the two
latest round of survey data in each country. These results are presented in Appendix E in Dang et al. (2021). The
exclusion of the employment-related predictors does not alter our previous findings regarding the performance of each
model, except for Model 9. The exclusion of the employment-related predictors is solely and adversely affecting the
imputation accuracy of Model 9 in specific cases, and in those instances, the inclusion of the geospatial variables
appears to be boosting the predictive performance of the model to be comparable with that of Model 9 that includes
the employment-related predictors.

22 We exclude the results with the nightlight variables because these are only available for Vietnam.
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distribution of the error terms). But the model characteristics can only offer a guide to model
selection, since these model characteristics likely represent a correlational—rather than causal—
and ex post relationship with the imputation outcomes. Our preferred equation for interpretation is
Equation (6) that clearly lays out the models a priori.*?

For easier interpretation, Table 7 shows the marginal effects from logit regressions for
Equations (6) and (7). The associated regression results are presented in Appendix B, Table B.20.%
To explore heterogeneity across urban and rural areas, we estimate these equations for the whole
country (Specifications 1 and 2), and separately for urban (Specifications 3 and 4), and rural
samples (Specifications 5 and 6). We estimate robust standard errors that are clustered at the
country level for both equations.

Several interesting findings stand out from Table 7. First, regarding the specific imputation
models to use, differences exist by geographical regions. Models 9 and 13 work for the whole
country, urban, and rural areas. For urban areas, Models 2, 3, 6, 7, and 11 work well as shown by
the strong statistical significance level, and Models 8 and 10 may also work as shown by the
marginal statistical significance level at the 10 percent level (Specifications 3 and 4). These models

do not work for rural areas. On the other hand, Model 4 appears to work for rural areas only

(Specifications 5 and 6).

2 This concern is particularly relevant to the estimated model parameters (versus the exogenous model parameters
given by the data). As an example, the correlation between the model goodness-of-fit statistics R? (or the correlation
between the predicted consumption and the actual consumption p(y,y#)) with the model numbers is around -0.34 and
strongly statistically significant for the whole country sample. Figure B.2 in Appendix B provides a graphical
illustration of these estimated statistics against the model numbers. As such, we do not include them in the regressions
for Equations (5) and (6).

24 Alternatively, we can more rigorously define the outcome variable as taking the value of 1 or 2 if the poverty
estimate falls within the 95 percent Cls or one standard error around the true poverty rate, and 0 otherwise. The results,
shown in Appendix B, Table B.21 are qualitatively similar and have somewhat more statistical significance.
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Second, to some extent, the magnitude of the estimated impacts differ by geographical regions.
For example, after controlling for other characteristics, compared to the reference imputation
model consisting of demographics and employment variables only (Model 1), Model 9 increases
the probability of accurate imputation by 0.46 for the whole country, 0.44 for urban areas, and 0.58
for rural areas (Table 7, Specifications 1, 3, and 5). Further adding agricultural soil quality to
Model 9 raises the probability of accurate imputation by 0.62 for the whole country but does not
change much this probability for urban or rural areas. Similarly, Model 12 raises the probability
of accurate imputation by 0.44 for urban areas and by 0.48 for rural areas (Table 7, Specifications
3 and 5).

Third, it is reassuring that the results in our main specifications for urban and rural areas
(Specifications 3 and 5 respectively) are largely similar to the alternative specifications
(Specifications 4 and 6 respectively). But several models, including Models 2, 6, 7, and 11, lose
their statistical significance when we replace the country dummy variables with the estimated
model parameters. Notably, these models have weaker impacts on raising the probability of
imputation accuracy (i.e., under Specification 3, the impact of Model 2 is 0.14, roughly one-third
of that of 0.44 for Model 9).

Finally, the estimation results using the estimated model parameters (Specifications 2, 4, and
6) indicate that a larger time interval length between the base survey and the target survey can
reduce the probability of a poverty prediction that is not statistically significantly different from
the true poverty rate for the whole country and rural areas, but not for urban areas. Higher true
poverty rates are positively (negatively) associated with increases in the probability of interest for
the whole country and rural areas. The opposite is true concerning urban areas. Higher sample size

for the base survey can help the estimation for rural areas but may have the opposite effect for
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urban areas. However, as discussed earlier, the relationship between the estimated model
parameters and the imputation accuracy is at best correlational, so these results should be regarded
as indicative and should be further investigated.

We also examine the meta-analysis results for other model variants. In particular, more
parsimonious models that use fewer variables than those in Model 2, such as including
demographics variables only, demographics and asset variables, and demographics and housing
characteristics. These do not generally have great imputation accuracy, except for the model with
demographics and asset variables for urban areas (Appendix B, Table B.22). Adding dummy
variables indicating household consumption of disaggregate food items does not generally improve
imputation accuracy, except for the models that control for consumption of vegetables and fruit or

cooking oil in urban areas (Appendix B, Table B.23).

6. Conclusion

We advance the literature on the use of survey-to-survey imputation for poverty measurement
by attempting to identify the cross-country consistent, minimum set of predictors that yields
reliable estimates for poverty monitoring and evaluation purposes. Our analysis leverages 14
multi-topic survey rounds conducted over the past decade in Ethiopia, Malawi, Nigeria, Tanzania
and Vietnam, and we assess the performance of a range of imputation models for across-year and
within-year imputation purposes at the national, urban, and rural levels, where both survey-based
and geospatial predictors vary extensively.

We find that augmenting a basic imputation model that includes household demographic and
employment characteristics with additional predictors that capture household utility consumption

expenditures (including electricity, water, and garbage) and/or household assets and dwelling
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attributes generally provides poverty estimates that are not statistically significantly different from
the true poverty rates. These poverty estimates even fall, in many cases, within one standard error
of the true poverty rates. Incorporating additional geospatial predictors such as agricultural soil
quality and the distance-to-facilities variables (or nightlights in the case of Vietnam), which are
derived by linking georeferenced survey data with publicly available geospatial data sources, is
documented to further improve imputation accuracy.

We also consider a number of additional variables from auxiliary data sets such as community
surveys or the population census for Vietnam, such as community-level measures of infrastructure,
topography, poverty status, education achievement, and wealth. Adding these commune
characteristics significantly improves estimation accuracy in Vietnam. Across a larger set of
countries, adding other consumption sub-aggregates to the imputation model, particularly more
disaggregated food consumption items, as expenditures or even as dummy variables indicating
household consumption of these items, may be useful as well.

A meta-analysis reveals spatial heterogeneity of imputation accuracy between urban and rural
areas. The basic imputation model that consists of demographics, employment, and utilities
expenditures (with or without geo-spatial variables) works well for the whole country, urban, and
rural areas. For urban areas, augmenting the basic imputation model with predictors that capture
total food, health, or education expenditures further improves predictive accuracy. For rural areas,
the best performing model appears to be the basic imputation model augmented with total non-
food expenditures as an additional predictor.

The variables in the basic imputation model are typically available in household surveys that
would inform baseline imputation model estimation and would be relatively easy to collect in

follow-up surveys. This is in comparison to alternative predictors that can also yield reliable
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poverty predictions but that are more complex and costly to collect — such as total food, non-food,
education or health expenditures. The finding regarding utility consumption expenditures is
promising, as data collection efforts and potential measurement errors will be lower in cases where
utilities bills are standardized (and digitalized).

Future research can consider (1) expanding the scope of the geographic spread of the countries
considered for the comparative assessment, (ii) experimenting with predictors related to food and
non-food consumption - for instance, by considering more disaggregated non-food consumption
sub-aggregates as predictors, (iii) examining the application of imputation methods to vulnerable
population groups that are not typically captured well in traditional household surveys such as
refugees, or (iv) to gauge whether imputation accuracy could be impacted by survey design, for
instance, in terms of fieldwork duration and burden on respondents and enumerators. Regardless
of research directions, our proposed two data principles (availability of variables in existing
auxiliary datasets or ease of future data collection) should be considered for efficient employment

of imputation methods.
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Table 1. Predicted Poverty Rates Based on Imputation from 2014 to 2016, Vietnam (percentage)

Method 2016
Modell Model2 Model3 Modeld ModelS5 Model6 Model7 Model8 Model 9
1) Normal linear regression 15.1 13.4 6.2 8.5 10.6 12.5 13.3 11.5 9.7*
model (0.5) (0.4) (0.4) 0.4) (0.4) 0.5) (0.5) 0.5) (0.4)
2) Empirical distribution of 14.7 13.2 6.0 8.4 10.4 12.3 13.1 11.2 9.1*
the error terms 0.5) (0.5) (0.4) 0.4) (0.4) 0.5) (0.5) 0.5) (0.4)
Control variables
Food expenditures Y
Non-food expenditures Y
Durables expenditures Y
Health expenditures Y
Education expenditures Y
Electricity, water, & garbage
. Y Y
expenditures
Househol'd gssets & house v v % v % v %
characteristics
Demographics & employment Y Y Y Y Y Y Y Y Y
R? 0.46 0.69 0.86 0.94 0.73 0.71 0.70 0.70 0.56
p(y, yh) 0.46 0.69 0.86 0.94 0.74 0.71 0.69 0.72 0.57
N 9347 9347 9347 9347 9347 9347 9347 9347 9347
True poverty rate 9.6
(0.4)

Note: Estimates that fall within the 95% CI of the true rates are shown in bold; estimates that fall within one standard error of the true rates are
shown in bold and with a star "*". Standard errors in parentheses are adjusted for complex survey design. All estimates are obtained with
population weights. Method 1 uses the normal linear regression model with the theoretical distribution of the error terms and Method 2 uses the
empirical distribution of the error terms. Both methods employ commune random effects. Imputed poverty rates for 2016 use the estimated
parameters based on the 2014 data. 100 simulations are implemented. True poverty rate is the estimate directly obtained from the survey data.
p(y, yh) is the correlation between actual consumption and imputed consumption. The underlying regression results are provided in Appendix B,

Table B.1.

34



Table 2. Predicted Poverty Rates Based on Imputation from 2010 to 2013, Malawi (percentage)

Method 2013
Model1 Model2 Model3 Model4 ModelS Model6 Model7 Model8 Model 9
1) Normal linear regression model 38.9* 40.9 35.5 40.3 39.5* 40.9 40.7 41.8 40.4
(1.3) (1.4) (1.5) (1.5) (1.4) (1.4) (1.4) (1.4) (1.3)
2) Empirical distribution of the error 39.2% 41.0 35.9 40.5 39.7 41.0 40.8 42.2 40.9
terms (1.3) (1.4) (1.5) (1.5) (1.4) (1.4) (1.4) (1.4) (1.3)
Control variables
Food expenditures Y
Non-food expenditures Y
Furnishings and household expenses Y
Health expenditures Y
Education expenditures Y
Utilities: water, kerosene, lighting Y Y
Household assets & house characteristics Y Y Y Y Y Y Y
Demographics & employment Y Y Y Y Y Y Y Y Y
R? 0.52 0.68 0.93 0.87 0.71 0.69 0.68 0.71 0.59
p(y, yh) 0.49 0.65 0.92 0.87 0.67 0.66 0.64 0.69 0.54
N 4,000 4,000 4,000 4,000 4,000 4,000 4,000 4,000 4,000
True poverty rate 37.9
1.7

3T 32}

Note: Estimates shown in boldface or with a

respectively fall within the 95% confidence interval or one standard error of the true poverty rate.

Standard errors in parentheses are adjusted for complex survey design. All estimates are obtained with population weights. Method 1 uses the normal
linear regression model with the theoretical distribution of the error terms and Method 2 uses the empirical distribution of the error terms. Both
methods employ cluster random effects. Imputed poverty rates for 2013 use the estimated parameters based on the 2010 data. 100 simulations are
implemented. True poverty rate is the estimate directly obtained from the survey data. p(y, yh) is the correlation between actual consumption and

imputed consumption. The underlying regression results are provided in Appendix B, Table B.2.
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Table 3. Predicted Poverty Rates Based on Imputation from 2010/11 to 2012/13, Nigeria (percentage)

Method 2012/13
Model1  Model2 Model3 Model4 Model5 Model6 Model7 Model8 Model 9
1) Normal linear regression 314 29.2% 27.0 31.8 29.3% 29.1* 29.7* 29.1* 31.1
model (1.1) (1.2) (1.2) (1.2) (1.2) (1. (1.2) (1.2) (1.1)
2) Empirical distribution of 31.3 29.2% 27.1 31.9 29.3* 29.1* 29.8* 29.2% 31.1
the error terms (1. (1.2) (1.2) (1.2) (1.2) (1. (1.2) (1.2) (1.1)
Control variables
Food expenditures Y
Non-food expenditures Y
Infrequent non-food
. Y
expenditures
Health expenditures Y
Education expenditures Y
Utilities: electricity, fuel,
Y Y
water, garbage
Househol.d gssets & house % % % % % % %
characteristics
Demographics & employment Y Y Y Y Y Y Y Y Y
R? 0.44 0.56 0.92 0.73 0.57 0.58 0.57 0.56 0.45
p(y, yh) 0.43 0.54 0.93 0.73 0.57 0.57 0.56 0.55 0.44
N 4,406 4,406 4,406 4,406 4,406 4,406 4,406 4,406 4,406
True poverty rate 28.7
(1.2)

Note: Estimates shown in boldface or with a “*” respectively fall within the 95% confidence interval or one standard error of the true poverty
rate. Standard errors in parentheses are adjusted for complex survey design. All estimates are obtained with population weights. Method 1 uses
the normal linear regression model with the theoretical distribution of the error terms and Method 2 uses the empirical distribution of the error
terms. Both methods employ cluster random effects. Imputed poverty rates for 2012/13 use the estimated parameters based on the 2010/11 data.
100 simulations are implemented. True poverty rate is the estimate directly obtained from the survey data. p(y, yh) is the correlation between
actual consumption and imputed consumption. Consumption expenditures are measured in 2011 PPP$. The poverty line is set at $1.90 in 2011
PPPS$. The underlying regression results are provided in Appendix B, Table B.3.
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Table 4. Predicted Poverty Rates Based on Imputation from 2010/11 to 2012/13, Tanzania (percentage)

Method 2012/13
Model1l Model2 Model3 Model4 ModelS Model6 Model7 Model8 Model 9
1) Normal linear regression 18.1 17.2 18.5 21.2% 17.3 17.6 17.3 19.2 21.3%
model 0.9) 0.9) (1.0) (1.0) (0.9) (0.9) (0.9) (1.0) (1.0)
2) Empirical distribution of 18.0 17.1 18.5 20.9* 17.1 17.3 17.1 19.0 21.2%
the error terms 0.9 0.9 (1.0) (1.0) (0.9) (0.9) (0.9) (1.0) (1.0)
Control variables
Food expenditures Y
Non-food expenditures Y
Furnishings and household v
expenses
Health expenditures Y
Education expenditures Y
UtlllFICSi water, kerosene, v v
lighting
Househol.d gssets & house v % % % % % %
characteristics
Demographics & % % % % v v % % %
employment
R? 0.45 0.59 0.92 0.75 0.61 0.61 0.59 0.60 0.49
p(y, yh) 0.42 0.57 0.93 0.76 0.59 0.59 0.58 0.59 0.50
N 4,858 4,858 4,858 4,858 4,858 4,858 4,858 4,858 4,858
True poverty rate 20.8
(1.0)

3T 32

Note: Estimates shown in boldface or with a respectively fall within the 95% confidence interval or one standard error of the true poverty
rate. Standard errors in parentheses are adjusted for complex survey design. All estimates are obtained with population weights. Method 1 uses
the normal linear regression model with the theoretical distribution of the error terms and Method 2 uses the empirical distribution of the error
terms. Both methods employ cluster random effects. Imputed poverty rates for 2012/13 use the estimated parameters based on the 2010/11
data. 100 simulations are implemented. True poverty rate is the estimate directly obtained from the survey data. p(y, yh) is the correlation
between actual consumption and imputed consumption. The underlying regression results are provided in Appendix B, Table B.4.
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Table 5. Predicted Poverty Rates Based on Imputation Using More Disaggregated Food Item Consumption from 2012 to 2014,
Vietnam (percentage)

Method Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7 Model 8
1) Normal linear regression model 13.0* 13.4* 13.1% 13.2% 13.1* 12.6 13.2* 13.6*
0.4) (0.4) (0.4) (0.4) (0.4) (0.4) (0.4) (0.4)

2) Empirical distribution of the 12.9* 13.1* 13.0% 12.9% 13.0% 12.5 13.1* 13.5%
error terms (0.4) (0.4) (0.4) (0.4) (0.4) (0.4) (0.4) (0.4)
Control variables
Rice expenditures Y
Meat expenditures Y
Seafood expenditures Y
Vegetable & fruit expenditures Y
Lard & cooking oil expenditures Y
Milk products expenditures Y
Drink expenditures Y
Food-away-from-home

. Y
expenditures
Househol'd gssets & house v v v v v v v v
characteristics
Demographics & employment Y Y Y Y Y Y Y Y
R2 0.68 0.71 0.69 0.71 0.69 0.70 0.70 0.71
N 9300 9300 9300 9300 9300 9300 9300 9300
True poverty rate 13.2

(0.4)

Note: Estimates that fall within the 95% CI of the true rates are shown in bold; estimates that fall within one standard error of the true rates are
shown in bold and with a star "*". Standard errors in parentheses are adjusted for complex survey design. All estimates are obtained with
population weights. Method 1 uses the normal linear regression model with the theoretical distribution of the error terms and Method 2 uses the
empirical distribution of the error terms. Both methods employ commune random effects. Imputed poverty rates for 2014 use the estimated
parameters based on the 2012 data. 100 simulations are implemented. True poverty rate is the estimate directly obtained from the survey data.
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Table 6. Predicted Poverty Rates Based on Imputation Using Variables from Commune Survey and Census from 2012 to 2014,
Vietnam (percentage)

Method Commune survey Census
Modell Model2 Model3 Modell Model2 Model 3
1) Normal linear regression model 22.3 18.0% 17.8 16.5 13.3% 13.1%
(0.6) (0.6) (0.6) (0.5) (0.4) (0.4)
2) Empirical distribution of the error terms (20260) 1(32: 1(32; (106"51) l(gg 1(32:
Control variables
Demographics & employment Y Y Y Y Y Y
Household assets & house characteristics Y Y
Electricity, water, & garbage expenditures Y Y
Commune topography & poverty status Y Y Y
Census characteristics on education, ethnicity, household assets,
. Y Y Y
and house quality averaged at commune level
N 6494 6494 6494 9241 9241 9241
True poverty rate 18.1 13.2
(0.6) (0.4)

Note: Standard errors in parentheses are adjusted for complex survey design. All estimates are obtained with population weights. Method 1
uses the normal linear regression model with the theoretical distribution of the error terms and Method 2 uses the empirical distribution of the
error terms. Both methods employ commune random effects. Imputed poverty rates for 2014 use the estimated parameters based on the 2012
data. 100 simulations are implemented. True poverty rate is the estimate directly obtained from the survey data. Census commune-averaged
characteristics include the share of the population with college/ university education, the share of the population that belong to ethnic majority
groups, the average household's asset index and living areas, and the share of houses with high quality cooking fuel sources, drinking water
sources, and toilet facilities.
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Table 7. Meta-analysis of Imputation Models and Their Parameters, Marginal Effects from

Logit Regressions

All Country Urban Rural
Spec. 1 Spec. 2 Spec. 3 Spec. 4 Spec. 5 Spec. &

Impnitati on model
Model 2: Dermographics, ermployrment, assets, 0126 0.127 (0. 1354k 0.062 0129 0.083
house characteristics (0.26) 027 (0.03) (0.05) (0.34) (020)
Model 3 0.234 0.238 0. 57344+ 0. 427 #4¢ 0381 0.309
(adds food exp. to Model 2) (017 (0.18) (017 (0.10) 0.28) (0.1
Model 4 -0.000 -0.000 0.435 0.306 0.211* 0. 150pk**
{adds nonfood exp. to MModel 2) (0.00) 1§ (0.28) (0.21% (0.12) (0.08)
Model 5 0057 0,057 0,138 0062 0.275 0208
{adds durables exp. to Model 2) (024 (0.24) (0.34) (0.18) (033 (020
Model 6 0126 0127 0. 1354+ 0.0e2 0129 0083
(adds health exp. to Model 23 (0.26) (0.27) (0.03) (0.057) (0.34) (0200
Model 7 0126 0127 0 135%+* 0.0e2 0129 0083
{adds education exp. to Madel 23 (0.26) (0.27 {0.03) ({0057 0.3 (0.20)
Model 8 0.181 0.184 0.304% 0.152% 0.330 0. 260%
(adds utilities exp. to Model 23 (0.25) (0.24) (0. 16) 0117 027 (0.15)
Model & 0. 450kt 0.4 55#+* (0.435%#* 0. 306+ 0. 583 %k 0.51 1%+
{adds utilities exp. to demographic & erployrnent) {010y {010y (0.07) (0113 (0.19) (0.08)
Model 10 -0 000 0,001 0.304% 0.188* 0129 0054
(adds distance to facilities to Model 23 (033 (033 016y 011y 0,34 (0200
Model 11 0126 0129 0. 1354+ 0.081 0129 0054
(adds agricutural soil qualty to Model 23 (026 (0270 (003 (0,087 0,34 (0200
Model 12 0340 0.345 0. 43544 0. 303 *++ 0.47g5%* 0. 40g++*
{adds distance to facilities to Model 9 (030 (0,29 (0.07 011 022 (0.15)
Model 13 0. 627#** 0.615%%* 0.435%%* 0. 303 %% 0583 %4+ 0.515%**
{adds agricultural soil qualty to Model 93 (014 (015 (007 (0113 (019 (008)
Other model parameters
Truepoverty rate 0.035%+* -0 0 0, Q3344+

(001 (0.02) (0o
Log of sample size of base survey 0115 -0.720%%* 0.284%

(0.07 (0.27) (014
Interval length between base & target surveys -0.35¢%+* 0.094 -0, 400kt

(0.07 (0.07) (01
Estimati on model
Wormal linear regression model -0 000 -0.010 0010

(0.02) (0.013 (001
Country FE YTes No Tes No Yes No
i 208 208 1586 208 182 208

Note: *p<0.10, ** p<0.05 *** p<0.01.Estimati on results are obtaned from the logit regressions. The outcome variable is a binary vanable that indicates whether
the predicted poverty rate 15 stati stically insi gnificantly different from the true poverty rate. Eobust standar d errors are in parentheses are clustered at the country
lewel. The reference groups are Iodel 1 (demographics and emplovment) for the imputati on model s, dl the country for the geographica region, the empirical
distributi on of the error terms for the estimation model, and Vietnam for the countries. Some observati ons are droppedby Statain Specifications 3 and 5 for

perfect prediction
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Figure 1. Predicted Poverty Rates Based on Imputation Using Geospatial Variables

Panel A : Normal linear regression Panel B: Empirical distribution of error terms
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Note: larger symbols indicates that the estimates are statistically insignificantly different from the true
poverty rates. Dashed lines represent the true poverty rates for Malawi in 2013, Nigeria in 2012/13,
Tanzania in 2012/13 and Vietnam in 2016. Dotted lines represent confidence intervals of the true poverty
rates. The underlying regression results are provided in Appendix B, Tables B.5.-B.8.
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Figure 2. Predicted Poverty Rates Based on Within-Year Imputation

Malawi Nigeria
~Q 4 L9 ~
Shd R
QO | R IEREEE [EEEEEE Lo o
L e o o e o o o S :L
T et bl Jetes. Sedbert Shorts Jories Sbeett Sever :
Q Lo >

T o ot
g g
2o | Lo o
a N N Q
EO - L. O E
[ - @©
£ E
ge - £F

T T T T T T T T T T T T T T T T T T

m1 m2 m3 m4 mb mé m7 m8 m9 mi m2 m3 m4 mb5 m6 m7 m8 m9

Imputation model Imputation model
Tanzania Vietnam

~2 4 FQ ~
Shit 3
0o | Lo o
sy hl:
g - - S e R -9 8
o hel
% S [ SYRFSNRY; FURSRURY: FRNRRSYE WRNRIRTS: SHSVRTRY: SYRYRNSE, SRRSUNRY VEXRRRND VI b= %
£ £
g - o

T T T T T T T T T T T T T T T T T T

m1 m2 m3 m4 mb5 m6 m7 m8 m9 mi m2 m3 m4 mb mé m7 m8 m9

Imputation model Imputation model
Ethiopia

—~9
°\aLO
0o |
‘@?
£8
[
>
oo |
QN
o
Lo |
T~
£
»o
[in}

T T T T T T T T T
m1 m2 m3 m4 mb m6 m7 m8 m9

Imputation model

Note: calculations are based on data for Malawi in 2013, Nigeria in 2012/13, Tanzania in 2012/13, Vietnam
in 2016 and Ethiopia in 2018/19. Estimates are obtained by imputing from sample 1 into sample 2. Larger
symbols indicates that the estimates are statistically insignificantly different from the true poverty rates.
Dashed lines represent the true poverty rates for Malawi in 2013, Nigeria in 2012/13, Tanzania in 2012/13,
Vietnam in 2016 and Ethiopia in 2018/19. Dotted lines represent confidence intervals of the true poverty
rates. Estimates are obtained using the normal linear regression models.
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Figure 3. Imputation Accuracy for Different Imputation Models
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Data Availability

The data underlying this article will be shared on reasonable request to the corresponding author.
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Appendix A: Overview of (i) Key Poverty Imputation Studies and (ii) Poverty Predictors in Core Imputation Models

Table A.1. Overview of Key Poverty Imputation Studies (with Validation) since the 2000s

No Authors Country Data Estimation method Main variables in the imputation model Main findings
EcuadorlavnvEncuesta S.obr.e N Household-level variables that are common in household Applying imputation rule from a
, Las Condiciones de Vidain | Small area estimation . . . . household survey to census data
1 Elber et al.'s (2003) Ecuador . survey and census with location means and information about . .
1994 and Ecuadorian method . accurately predicts poverty estimates
. household access to sewage infrastructure .
census in 1990 for small geographic areas.
Housing characteristics (quality of floor, roof, drinking water
. sources), house durables (ownership of radio, television,
Welfare Monitoring Survey . . e
. refrigerator, bike), cluster characteristics (cluster averages of . . .
(WMS) in 1997 and , . . . . The imputation-based poverty estimates
. . . Elber ez al's (2003) households with low-quality floors and with access to piped
2 | Stifel and Christiaensen (2007) Kenya Demographic and Health . o . closely track the survey-based poverty
. method water), and district characteristics (district averages of .
Survey (DHS) in 1993, . .. . estimates.
household with access to electricity, early onset of rainfall,
1998, 2003 . .
malaria prevalence, household under-five height-for-age z
scores).
. e Demographic characteristics, education, employment Predicted poverty estimates are higher
3 Tarozzi (2007) India National Sample Survey InV.erse. probability characteristics, scheduled castes or tribe, land ownership, than the official poverty rates but
from 1994/95 to 1999/2000 | weighting . N
energy source for cooking and for lighting follows the same trend.
Elber et al.'s (2003)
Census from Integrated :zle':l};?ri:r?:io\glstt};n dard Demographic characteristics, household composition, irlr(l)z:t:;?;;esﬁgﬁedl?a?ggggxf:s for
4 | Tarozzi and Deaton (2009) Mexico Public Use Microsample . education and language of household head, assets and .
. errors for . o, small areas in presence of
(IPUMS) in 2000 .. housing conditions .
heteroscedasticity, heterogeneity.
projection method
Vietnam Living Standards
Survey (VLSS) in 1992/93 Poverty prediction models with
and 1997/98; Russian expenditure components (non-rice and
Vietnam, Longitudinal Mo_nltormg Demographic characteristics, geographics, education/ non-food spen'dmg) and models with
. Survey (RLMS) in 1993, , . . . ;i non-consumption assets work well for
. Russia, . Elber et al.'s (2003) profession, location, housing quality, consumer durables, .
5 Christiaensen et al. (2012) . 1998, 2003; Gansu and . . . . Vietnam. In rural Gansu and Inner
China, . . method food expenditure (rice and non-rice expenditure), nonfood .
Kenva Inner Mongolia survey in expenditure (30 day and annual recalls) Mongolia, models based on non-
4 2000/04; Welfare P y expenditure assets work consistently,
Monitoring Survey (WMS) while models using certain expenditure
in 1997 and KIHBS in subcomponents sometimes work.
2005/06
Predicted poverty trends are very
similar for each survey model
Monitoring Survey (MS) 1- | Elber et al.'s (2003) Demographic characteristics, education, employment regardless ofbage survey. While in
. X HR . . ; most cases predictions at rural, urban,
. 4, Uganda National method with refinements characteristics, occupation, housing, consumption of food, ; P X
6 | Mathiassen (2013) Uganda S . . . and subregional levels are in line with
Household Survey (UNHS) | for estimating variance of | non-durable and semi-durable expenditures, welfare . .
s . . the official poverty figures, predicted
1-3 error temr indicators, and regional dummies.

urban poverty trends follow more
closely the actual trends than is the case
for rural areas.
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National Household Survey
in 2005/06, Demographic

Elber et al's (2003)

Demographic characteristics, ownership of assets (ownership

Asset-based poverty estimates in the
2006 DHS are very close to the
consumption-based poverty estimates
from 2005/06 UNHS. In 2009/2010,

7 | Daniels and Minot (2015) Uganda and Household Surveys method of motorbike, bicycle, tv or radio) and housing characteristics however. the asset-based poverty rates
(DHS) in 1995, 2000, 2001, (type of floor, source of water, type of toilet, electricity). . § P Y
using the DHS data are greater than
2006 and 2009 . .
those estimated directly from the
UNHS in most regions of the country.
Imputation estimates obtained with the
2001 and 2007 models are very close,
but model with assets does not add
National S.u rvey on Demographic characteristics, education, employment 1mpr'0vement in poverty esgmates.
Consumption and H . Adding the asset variables improves
. . characteristics, household assets and durables (kitchen, s .
Expenditure (NSCE) in , . model 2001°’s estimate of the 2007
L . Elber et al.'s (2003) douche, tv, parabole), house characteristics (number of s
8 | Douidich et al. (2015) Morocco | 2000/01 and National method rooms, electricity, sewage, drinking water, flush toilet) poverty rate but not model 2007’s
Living Standards Survey . " , £¢, drnking water, _ estimate of the 2001 poverty rate.
. interactions of urban/rural variable with employment or with . . .
(NLSS) in 2006/07, LFS house characteristics Imputation poverty estimates in LFSs
from 2000 to 2009 ’ for the period 2001-2009 provide
almost overlapping poverty trends
using NSCE and NLSS, even when
disaggregated by urban and rural areas.
Dang et al., (2014) method of
. . . . imputation provides a closer estimate of
National Consumption Elber et al's (2003) and le)ncimlographlc charactep S.UCS’ geographics, education, poverty to the official rate in 2010.
. . ployment characteristics, access to tap water and . . -
Survey (ENBCV) in 2010 . . . Random residual imputations and
. Dang et al.’s (2014) electricity, household assets and house durables (ownership
9 | Cuesta and Ibarra (2017) Tunisia and the Labor Force . . . Dang et al., (2014) method of
. methods and macro- of car, motorcycle, and/or bicycle; television and/or radio; . . R .
Surveys (ENPE) in 2009, o . f . . imputation also work well in predicting
based projection method washing machine, refrigerator, freezer, dishwasher, or oven), . o
2010 and 2012 : . . full consumption distributions. Macro-
rural/urban location and regional characteristics L o .
projections are in line with respect to
the survey-to-survey imputation.
Models that include demographic, work
sector, household assets, and/or income
variables provide reasonable estimates
Household Expenditure and . using the consumption data in the HEIS
. Refiniments to Elber et . . . . . . oo .
Income Survey (HEIS) in al’'s (2003) method for Demographic characteristics, marital status, nationality, 2008 survey round in combination with
10 | Dangetal. (2017) Jordan 2008 and Unemployment sﬁrve to-surve employment characteristics, urban/rural location, household the household characteristics in the
and Employment Surve . -t Y assets, log of income per household member. HEIS 2010 round. Estimates from
oy y imputation & P
(LFS)in 2010 P within-year and across-year
imputations from the HEIS into LFS
fell within the 95 confidence interval of
the true rates.
Imputation method underestimates
National Sample Surveys Dang et al.'s (2017) Demographic characteristics, religion, social classes, p Egz?e}; tlirrlni?ii)lx/iszilg?i/e laree. The
11 | Dang and Lanjouw (2018) India (NSSs) in 2009/10 and & ' education, employment status and work sector, assets, house u . Ty jarge.
method . . largest difference between true and
2011/12 durables and home ownership, urban/rural location . .
imputed poverty rates in models
including household assets.
Enquete Int’egrale sur les Linear combination of consumption
C(?ndmons de Vie des Demar}d theory, Consumption sub-aggregates. Total number of non-durable sub-gggregates docs not acgurately
Rwanda, | m’enages de Rwanda including Engel law to L ; . predict poverty headcount in a
. . I . consumption items: Tanzania - 112, Rwanda - 284, Uganda - . .
12 | Christiaensen et al. (2020) Uganda, | (EICVI)in 2001 and predict linear changes in 126. Final number of consumption \tems: Tanzania - 17 subsequent period. Estimated poverty
Tanzania | (EICV2)in 2006, Uganda consumption sub- : P ’ ’ headcounts are outside the 95 % CI of

National Household Survey
(UNHS) in 2005/06 and

aggregates

Rwanda - 28, Uganda - 18.

the poverty estimates for the full
consumption aggregate.
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2009/10, Tanzania National
Panel Survey (NPS) in

2008/09 and 2010/11
Seasonal adjustments significantly
improved imputation estimates by
Integrated Household making the predictions closer to the

Survey IHS2 in 2010/11
and THS3 in 2014/15,
Welfare and Monitoring

Elbers et al.’s (2003)
method with refinements
for accounting seasonal

Demographic characteristics and characteristics of head of
household, education, housing characteristics, assets
ownership, food consumption (yes/no for specific food

actual poverty rates. Demographic
variables have significant impact on the
predicted poverty rate by systematically

13 | Mathiassen and Wold (2021) Malawi surveys (WMS) from 2005 variations in Ttems), non—fooq consumption (yes/no for specific non—f?od predicting lower poverty rates
X . items), and subjective assessement of head of household’s . .
to 2009 and in 2014, consumption and o o compared with the actual level. While
. welfare. In addition, controls for districts and seasons are . .
Integrated Household Panel | explanatory vaiables included omitting the variables from the model
Survey (IHPS) in 2013 ’ does not significantly affects predicted
rates, it changes pedictions for rural
areas.
Imputation method predicts the true
poverty rate of refugees with high level
. . Demographic and employment characteristics, case size, type | of accuracy. Regional-level estimates
Jordan proGres registration fbord . h d the leeal ¢ h btained by i ine f .
system in 2014. the Jordan Dang et al.’s (2017) of border crossing point and the legal status of entry, home obtained by imputing from one region
14 | Dang and Verme (2022) Jordan Y ’ ' ownership, household assets, utilities, and the physical to another, provide the results within

Home Visits survey in
2013/14

method

characteristics of the house, household’s shock-coping
strategies, certificate of asylum and financial assistance.

the 95% CI of the true values. The
minimum sample size used to obtain
accurate poverty estimates is 389
households.

47




Table A.2. List of variables that are used in the core imputation models, by country

All variables | Vietnam Tanzania ‘ Malawi ‘ Nigeria ‘ Ethiopia
Demographic variables
Household
Household size size Household size Household size | Household size Household size
Head's age Head's age Head's age Head's age Head's age Head's age

Head is female

Head is female

Head is female Head is female

Head is female

Head is female

Head belongs to | Head belongs
ethnic minority to ethnic
group minority group
Head's Head's Head's
Head's education education Head's education education education Head's education
Share of Share of Share of Share of
household household Share of household household household
members in age members in members in age members in age members in Share of household
groups age groups groups groups age groups members in age groups
Employment variables
. Head did any .
Head did any Head did any work last 7
work last 7 days work last 7 days
days
Head worked for Head worked for
wage/salary last wage/salary last 7
7 days days
Head is non-farm Head is non-farm
self-employed self-employed last 7
last 7 days days
Head worked in Head worked
the last 12 Head worked for wage/salary
months last 12 months last 12 months
Head is engaged Head 1S
in casual labor engaged in
last 12 months casual labor last
12 months
Regional variables
Regions Regions Regions Regions Regions Regions
Urban/rural Urban/rural Urban/rural Urban/rural Urban/rural
Utility expenditures
Electricity Electricity Lighting Electricity Electicity Electicity
Water Water Water Water Water
Gas and other
Fuels Kerosene fuels Other fuel
Garbage Garbage Garbage
Phone Phone
Household assets & house characteristics
Household
Household owns Household Household owns cars and
car owns car owns car other vehicles Household owns car
Household Household Household
Household owns owns Household owns owns owns Household owns
motorbike motorbike motorcycle motorcycle motorcycle motorcycle
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Household owns Household Household owns Household Household
bicycle owns bicycle bicycle owns bicycle owns bicycle Household owns bicycle
Household
Household owns owns desc Household owns desc Household owns desc
desc phone phone phone phone
Household Household Household
Household owns owns cell Household owns cell owns cell owns cell Household owns cell
cell phone phone phone phone phone phone
Household Household Household Household owns
Household owns owns DVD Household owns owns CD/DVD owns DVD CD/VCD/DVD/Video
DVD player player video/DVD player player player Deck
Household owns Household Household Household
TV owns TV Household owns TV owns TV owns TV Household owns TV
Household
Household owns owns Household owns Household Household
computer computer computer owns computer | owns computer
Household Household Household
Household owns owns Household owns owns owns Household owns
refrigerator refrigerator refrigerator/freezer refrigerator refrigerator refrigerator
Household Household Household
Household owns owns air Household owns air owns air owns air
air conditioner conditioner conditioner/fan conditioner conditioner
Household Household Household
Household owns | owns washing owns washing owns washing
washing machine machine machine machine
Household Household Household
Household owns owns electric owns electric owns electric
electric fan fan fan fan
Household owns Household owns Household owns
radio radio radio/tape recorder
Household owns Household owns electric
electric stove stove
Household owns Household
satellite owns satellite
Household
Household owns Household owns owns mosquito
mosquito nets mosquito nets nets
Log of Log of Log of residential Log of Log of
residential area | residential area area residential area | residential area | Log of residential area
House wall House wall House wall House wall
materials materials House wall materials materials materials House wall materials
House floor House floor
materials House floor materials materials House floor materials
House roof House roof House roof
materials House roof materials materials materials
Access to Access to Source of drinking Source of Source of
drinking water drinking water water drinking water | drinking water | Access to drinking water
Type of toilet Type of toilet Type of toilet Type of toilet Type of toilet Type of toilet
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Appendix B: Additional Tables for the Main Analysis

Table B.1. Household consumption model, Vietnam 2014

Model 1 Model? _ Modeld _ Modeld _ ModelS  Models _ Model? _ ModelS _ Modeld
Household size L0065 _0.132%%  _006FF  QOL4v  Q101%FF Q12 _0154% 01150 0 0deees
{0,007 {0,007 (0.0 mom (0.0 {0,007 {0,007 {nom {0.0m
Head's aze 0.002%+ 0001 -0.000 -0.000%* 0.000 -0.001%* -0.001 0001 no01*
(0.0 (0,007 (0.0 (@ nm (0.0m (0,001 (0,007 0 om ¢0.0m
Head is female 0013 0.037#%*  0O36%**  00L1%%  0030%  0031%F 0039 0030%** 0006
(0,011 (0,017 (0.011 o om (001 (0.011 (0,017 o1 {0.011
Headbelonss to ethnic minority sromn | -0 A19%%% Q1844 00920+ _0015%%  017d4%%% Q13544 0173 014E0 0 ] gk
(0,021 (0,021 (0.011 mon (0013 (0011 (0,021 oz 0.0z
He ad comyleed primarys s hool DATT*+*  DO4E¥*  OO33%* 0003 DOFT***  QOFT** Q43w D3PERE 0 102eEE
(0.011 (0,011 {0.011 (o nm (001 (0.011 (0,011 0011 (0.011
Head completed lower secondary 0.281%%%  0O74%F% Q04T 0003 0.058%%%  Q0S0%*  0071%*  0084%RK 0 1EEFEE
school (0,011 (0,017 (0.011 o1 (001 (0.011 (0,017 o1 {0.011
Head comple ted upper secondary D.4g8%+%  0143%e% 0086 0008 0120%%%  D12E%F  [Q135%%% [ 12e%wk 03054
school (0,021 (0,017 (0.011 Mo (0013 (0011 (0,017 o1 0.021
Head has {some) collegs sducation 0.729%*%  OZ1&¥**  00S0%* 0038 0172 0209%FF  0206%F Q200K 05156
(0,021 (0,021 (0.011 (o1 (0,02 (0,021 (0,021 oz 0.0z
L02BE*FE 0324w 045k QOSSR Q239%FF  _Q2ETHRF _OS05%EF QIR0 0 ] GFees
Share of hausehold me b exs age 0-14 (0041 (0,031 0.0z o (003 (0,03 (0,031 0o 0,041
0113+ 0.029 0.026 0007 0.06 1%% D.0E2%+*  _0099%FF (0G4 (0 183w
Share offhmssholdmembers 222 1322 T g oy (003 (0.021 ool {003 {0.03) (003 (003 £0.03)
0.275%*  0OST*** 0003 O044%%*  Qo4zew 0.084%*  0046%*  ODSEEEE 0I0TFRE
Share of household mends exs sge 15-24 (0.021 (0,021 (0.011 o1 (0,02 (0.021 (0,021 0oz 0.0z
Head wrorked in the last 12 months 0020 0013 0027 0007 -0.020% 0.004 001§ 0011 0015
(0021 {0,017 {0.011 mon {0013 {0011 {0,017 o1 {0,011
Logof food comumption per capita 0.5 73%%*
{0.017
Loz of monfood consumption per capita 0. 748%++%
(a0m
Logof darables consumption per capita 0,185 %%+
(0.001
Log of healthexpenditures per capita 0.070*+*
(0,001
Log of education expenditares percapits 0.0]1 g#+*
(0,007
Loz of electricity, water & zarab age 0.1 034 ++ 0 .243%++
cupenditives pery capita 001y (0.017
Hens e hold ovns acar DEOFFF*  0540%%  [030%* D.274%%%  DE0%%*  [01%* [ 590%w
(0,03 (0.021 (o1 (0,03 (0.03) (0,03 003
Household owms 2 mo torbike O16T#*  0.108%*%  _0029%% 0002 D.161%%%  D164%% 0164w
(0,017 (0.011 o1 (001 (0.011 (0,017 o1
Household owms abicvyele _0041%%% 0 010% OOLTEeR Q033 _0044%%  _O0SEEEE [ 045w
(0,011 (0.011 mom (0011 (0011 .01 o
Household owms adesk phone 006T+%%  0042%**  0009* 0.070%* Q0S¥ QO0ETFR* 0 0E0%FRE
(0,017 (0.011 (o1 (001 (0.011 (0,011 o1
Household owms acell phone 0.128** 0065+ 000l 0.053%%%  0111%%% 0124wk 0 113%%x
(0,017 (0.011 o1 (001 (0.011 (0,017 o1
Hos e hold ovms aDVD plaver 0051%%%  QO21%s%  QO07H* 0.01 5%+ D.050%+%  QO5ZEEE O O45EEE
(0,017 (0.011 mom (0013 (0011 (0,017 o1
Household owms a television 0.065%%  0O36%* 0009 -0.009 0.054%% QOSSR 0003
(0,021 (0.011 o1 (001 (0.011 (0,021 0oz
Household ovms acomputer 0168¥%  0.105%%% 0007 0.090%%%  013%*  0l4gekr 0] 5E%eE
{0,017 {0.011 mon {0013 (0011 {0.017 o
Homsehold owns  re frizeratar D160%%%  0O84%+* 000l D074%*%  D147%%%  Q155%FF [ 110%%F
(0,017 (0,011 nm {0013 {001 (0017 o
Household ovms an sirconditioner 0207+%%  Q121%%  QQ34%e*  0139%e% 0201%F 0315 0175w
(0,011 0.011 o (0on (0011 0,011 a1
Household owms avwashing marhire 0.109%%%  QOSSH* Q013 Q052 Q09T Q102 0 0ases
{0,017 {0.011 mom {0013 (0011 {0,017 o
Hos e hold ovns an electric fan DO0EE**  0034%% 0002 D039%*%  D04E** QOS5 0030
(0,017 (0.011 (01 (001 (0.01] (0,017 001
Log of residential area 0127+%%  0.141%*  _0.006% D151%%% 0183 0184%% 01 78%%%
(0,011 {0.011 (o om (001 (0,011 (0,011 001
House wall materials 0.02E¥F%  OO1TF* 0006 Q020% 0024%E 00250 0020k
(0,007 (0.0 mom (0.0 (0,007 {0,007 (0om
Arcess o drirking vater 0O007T#¥*  O0O04%%% 0000 0008***  QOO7**  0O007** 0003
(0,007 (0.0 (o 0m (0.0m (0.0 (0,007 (0 0m
Trre of toilet 0.040%%  QOLE¥*  QO0§***  O03L%% 0038 0039 Q032w
(0,007 (0.0m o om (0.0m (0,001 (0,007 0 0m
Uban 0.269%%  QOE3¥*  0042%% 0004 D103%%%  DO76%*  OO5GEs*  (D4TERK 0150w
(001 (0,011 (0.011 ool (0011 (0011 .01 o .01
Constant 9.4T5%4%  RARIERE  294gFex ZTOLRRE TELLA ROS4REE G AT0%F @ OI9FRK @ OREEEE
(0.05) (0,051 (0.081 (a0 (0,05 (0.05) (0,051 (008 (0.05)
= 039 0.30 0.21 014 028 029 0.30 0.29 035
o 025 019 0.11 0.0g 018 018 019 0.1% 023
s 0.29 0.2% 0.21 024 029 028 0.29 0.29 031
E 0.46 0.69 0.86 094 073 071 0.69 0.70 056
N 9300 9300 9300 9300 9300 9300 9300 9300 9300

Note: * p=010,*%*% =005 *** p=001 .5 tandard errors are inparentheses. Al esimationemplors comnmne random effects models and comtrol for re glonal danuny
wariables . House wall material is assigned mmerical valies using the following categories: & 'tement", 5 "brick", 4 "ronfwood ", 3 "zarthistraw’, 2 "bamboo/board"”, and 1
‘others". The types of toilet are assizned mamerical valies using the following categories: & "septic’, 5 %uilabh', 4 louble septic”, 3 "fishbridge ), 2 'others ", and 1 "mone".
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Table B.2. Household consumption model, Malawi 2010

Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7 Model 8 Model 9
Household size -0.072%*% -0.072%%% -0.015%%% -0.026%** -0.068%** -0.074%%% -0.078*** -0.060%** -0.053%%%
0.01) (0.01) (0.00) (0.00) (0.00) (0.01) 0.01) 0.01) (0.01)
Head's age -0.002* -0.002%+* -0.001** -0.000 -0.002%%* -0.002%#* -0.003*** -0.002%+* -0.001
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00)
Head is female 0.008 -0.025 0.008 -0.023* -0.015 -0.023 -0.038* -0.037* -0.012
(0.02) (0.02) (0.01) (0.01) (0.02) (0.02) (0.02) (0.02) (0.02)
Head has PSLC 0.166%** 0.048* 0.029** -0.004 0.025 0.048* 0.045% 0.045* 0.150%**
(0.03) (0.03) (0.01) (0.02) (0.02) (0.03) (0.03) (0.02) (0.03)
Head has JCS 0.336%** 0.141%%* 0.047%** 0.022 0.113%%* 0.137%%* 0.137%%* 0.130%** 0.299%**
(0.03) (0.03) (0.01) (0.02) (0.03) (0.03) (0.03) (0.03) (0.03)
Head has MSCE 0.486%** 0.120%** 0.055%#* 0.011 0.093%** 0.117%%** 0.113%%* 0.104%%* 0.428%%*
(0.04) (0.03) (0.02) (0.02) (0.03) (0.03) (0.03) (0.03) (0.03)
Head has diploma/degree 1.013%%* 0.262%** 0.130%%** 0.043 0.218%%* 0.263%%* 0.244%%* 0.271%%* 0.955% %%
(0.05) (0.05) (0.02) (0.03) (0.05) (0.05) (0.05) (0.05) (0.05)
Share of household members age 0-14 -1.006%** -0.483%4* -0.172%%* -0.1427%%% -0.403 %% -0.505%%* -0.526%%* -0.405%%* -0.820%%*
(0.06) (0.05) (0.03) (0.04) (0.05) (0.05) (0.05) (0.05) (0.06)
Share of household members age 15-24 -0.277%** -0.082%%* -0.012 -0.063%* -0.063 -0.094%* -0.103%* -0.066* -0.226%**
(0.05) (0.04) (0.02) (0.03) (0.04) (0.04) (0.04) (0.04) (0.05)
Share of household members age 60 and older -0.286%** -0.1807%%** -0.058%* -0.074%%* -0.146%** -0.197%*%* -0.140%* -0.179%%* -0.274%%*
0.07) (0.05) (0.03) (0.04) (0.05) (0.05) (0.06) (0.05) (0.06)
Head is employed for a wage/salary/commission in the
last 12 months -0.031 -0.018 -0.017* -0.005 -0.009 -0.018 -0.019 -0.019 -0.029
(0.02) (0.02) (0.01) 0.01) (0.02) (0.02) (0.02) (0.02) (0.02)
Head engaged in casual/ganyu labor in the last 12 months -0.166*** -0.063%%%* 0.008 -0.061%** -0.063%** -0.070%** -0.061%** -0.059%** -0.149%%%
(0.02) (0.02) (0.01) (0.01) (0.02) (0.02) (0.02) (0.02) (0.02)
Urban -0.428 %% -0.147%%* -0.078*¥* -0.002 -0.145%%* -0.152%%x -0.139%%x -0.108*%* -0.341 %%
(0.04) (0.04) (0.01) (0.02) (0.03) (0.03) (0.04) (0.03) (0.04)
Log of food consumption per capita 0.737***
(0.01)
Log of non-food consumption per capita 0.670%**
(0.01)
Log of furnishings expenses per capita 0.127%%*
(0.01)
Log of health expenditures per capita 0.016***
(0.00)
Log of education expenditures per capita 0.013%%*
(0.00)
Lof of utilities per capita 0.132%%%* 0.198%%**
0.01) 0.01)
Household owns a car 0.447#%%* 0.365%%* 0.005 0.416%*% 0.444%%* 0.441%%* 0.414%**
(0.06) (0.03) (0.04) (0.05) (0.06) (0.06) (0.06)
Household owns a motorcycle 0.108 0.036 0.031 0.112 0.115 0.101 0.064
(0.10) (0.05) (0.06) (0.09) (0.10) (0.10) (0.09)
Household owns a bicycle 0.077%%* 0.031%%* 0.002 0.048%+* 0.072%%* 0.074%** 0.068***
(0.02) (0.01) (0.01) (0.02) (0.02) (0.02) (0.02)
Household owns a mobile phone 0.216%** 0.133%%* -0.029%* 0.159%%* 0.215%%* 0.210%** 0.203%%*
(0.02) (0.01) (0.01) (0.02) (0.02) (0.02) (0.02)
Household owns an CD / DVD player 0.162%%* 0.050%** 0.042%* 0.129%** 0.154% %% 0.162%%* 0.152%%*
(0.03) (0.02) (0.02) (0.03) (0.03) (0.03) (0.03)
Household owns a television 0.128%%* 0.042%* 0.039* 0.121%%* 0.135% %% 0.117%%* 0.114%%*
(0.04) (0.02) (0.02) (0.03) (0.04) (0.04) (0.04)
Household owns a computer 0.178%** 0.108%** 0.048 0.162%** 0.184%** 0.177%%* 0.161**
(0.06) (0.03) (0.04) (0.06) (0.06) (0.06) (0.06)
Household owns a refrigerator 0.125%* 0.083*** 0.001 0.050 0.128%%* 0.115%* 0.115%*
(0.05) (0.02) (0.03) (0.05) (0.05) (0.05) (0.05)
Household owns a air conditioner -0.008 -0.035 0.011 -0.022 -0.014 0.002 -0.057
(0.14) 0.07) (0.09) 0.13) (0.14) (0.14) 0.14)
Household owns a fan 0.157%%* 0.034 0.042 0.110%* 0.156%** 0.161%** 0.144%%%
(0.05) (0.02) 0.03) (0.04) (0.05) (0.05) (0.04)
Household owns a washing machine 0.337%* 0.243%%% 0.084 0.297%* 0.346%** 0.308** 0.267%%*
(0.13) (0.06) (0.08) (0.12) 0.13) 0.13) 0.13)
Log of residential area per capita 0.754%%% 0.297%%%* 0.143 %% 0.635%%%* 0.749%%% 0.753 %% 0.672%%%
(0.05) (0.02) (0.03) (0.04) (0.05) (0.05) (0.04)
Household dwelling has improved walls 0.048%%* 0.032%%%* -0.009 0.048%*%%* 0.050%%%* 0.043%* 0.040%**
(0.02) 0.01) 0.01) (0.02) (0.02) 0.02) (0.02)
Household dwelling has improved roof 0.082%** 0.039%** -0.005 0.079%** 0.073%** 0.082%** 0.079%***
(0.02) (0.01) (0.02) (0.02) (0.02) (0.02) (0.02)
Household dwelling has improved floor 0.092%** 0.032%* 0.022 0.063%%* 0.095%** 0.088%** 0.091***
(0.03) (0.01) (0.02) (0.02) (0.03) (0.03) (0.02)
Household water source is improved -0.032 -0.003 -0.021 -0.027 -0.031 -0.034 -0.034
(0.02) (0.01) (0.01) (0.02) (0.02) (0.02) (0.02)
Household toilet facility is improved 0.177%%* 0.090%** 0.034 0.144%%* 0.172%%* 0.179%#* 0.173%%*
(0.03) (0.02) (0.02) (0.03) (0.03) (0.03) (0.03)
Household has mosquito nets 0.087%** 0.007 0.049%** 0.070%** 0.086%** 0.088*** 0.083%**
(0.02) (0.01) (0.01) (0.02) (0.02) (0.02) (0.02)
_cons 13.481%** 12.138%** 3.582%%* 4.701%+* 11.166%** 12.103%** 12.169%** 10.765%** 11.256%**
(0.09) 0.09) (0.09) 0.12) 0.10) 0.09) (0.09) 0.12) 0.14)
sigma_e 0.49 0.41 0.20 0.26 0.38 0.40 0.40 0.39 0.46
sigma_u 0.21 0.17 0.05 0.09 0.16 0.16 0.17 0.14 0.17
rho 0.15 0.15 0.06 0.10 0.15 0.13 0.15 0.12 0.12
r2_o 0.52 0.68 0.93 0.87 0.71 0.69 0.68 0.71 0.59
N 3245 3245 3245 3245 3245 3245 3245 3245 3245

Note: *** p<0.01, ** p<0.05, * p<0.1. Standard errors are in parentheses. All estimations employs cluster random effects models and controls for the regional dummy variables.
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Table B.3. Household consumption model, Nigeria 2010/11

Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7 Model 8 Model 9
Household size -0.055%** -0.071%** -0.014%** -0.037%** -0.072%** -0.070%** -0.074%** -0.069%**  -0.053%*4
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00)
Head's age -0.002%** -0.003*** -0.001** -0.002%*** -0.003*** -0.003*** -0.005%** -0.003*** -0.002%**4
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00)
Head is female -0.021 0.027 0.038%*** -0.014 0.026 0.026 0.015 0.021 -0.029
(0.02) 0.02) 0.01) 0.02) (0.02) (0.02) (0.02) 0.02) (0.02)
Head has primary education 0.139%** 0.065%** 0.018** 0.019 0.060*** 0.062%*** 0.053*** 0.066*** 0.138**4
(0.02) (0.02) (0.01) (0.01) (0.02) (0.02) (0.02) (0.02) (0.02)
Head has secondary education 0.255%** 0.113%** 0.049%** 0.025 0.109%** 0.104%** 0.094%** 0.112%** 0.25]1%**4
0.02) (0.02) 0.01) 0.02) 0.02) 0.02) 0.02) (0.02) (0.02)
Head has secondary vocational education and higher 0.513*** 0.222%** 0.098*** 0.056%** 0.210%** 0.209%*** 0.193*** 0.220%** 0.503**4
(0.03) (0.02) (0.01) (0.02) (0.02) (0.02) (0.02) (0.02) (0.02)
Share of household members in 0-14 -0.518%*** -0.410%** -0.204%** -0.079%** -0.400%** -0.405%** -0.382%** -0.403*** -0.502%*4
0.04) (0.04) (0.02) (0.03) (0.04) (0.04) (0.04) (0.04) (0.04)
Share of household members in 25-59 0.273%** 0.274%** 0.009 0.209%*** 0.267*** 0.261%** 0.377*** 0.274%** 0.273%*4
(0.04) (0.04) (0.02) (0.03) (0.04) (0.04) (0.04) (0.04) (0.04)
Share of household members in 60 and older 0.076 0.224%% -0.028 0,194 0.22]1 %% 0.196%** 0.397%*% 0.2]5%*% 0.065
(0.05) (0.05) (0.02) (0.04) (0.05) (0.05) (0.05) (0.05) (0.05)
Head did any work in last 7 days 0.100%*** 0.085%** 0.011 0.051%*** 0.077*** 0.094%** 0.087*** 0.083*** 0.095%*4
(0.02) (0.02) 0.01) (0.02) (0.02) (0.02) (0.02) (0.02) (0.02)
Urban 0.348%*%* 0.145%%* 0.048%** 0.026 0.141%%** 0.147%%* 0.140%** 0.135%%* 0.324%*4
(0.03) 0.02) 0.01) 0.02) (0.02) (0.02) (0.02) (0.02) (0.03)
Log of perca food consumption 0.786%***
0.01)
Log of perca non-food consumption 0.467*%*
0.01)
Log of perca infrequent non-food consumption 0.068***
0.01)
Lof of perca health expenditures 0.065%**
(0.00)
Log of perca education expenditures 0.039%**
(0.00)
Log of perca utilities 0.023%** 0.037%*
(0.00) (0.00)
Household owns a motorcycle 0.080%** 0.024% %% 0.013 0.072%** 0.073%** 0.078%** 0.081%**
0.02) 0.01) 0.01) 0.01) 0.01) 0.01) (0.02)
Household owns a bicycle -0.017 -0.015%* -0.007 -0.015 -0.024 -0.016 -0.019
0.02) 0.01) 0.01) (0.02) (0.02) (0.02) (0.02)
Household owns a mobile phone 0.147%#* 0.085%#* -0.033%* 0.146%** 0.138%#* 0.140%#* 0.145%#*
0.02) 0.01) 0.01) 0.02) 0.02) (0.02) 0.02)
Household owns a DVD player 0.042* 0.019** 0.011 0.038%* 0.035 0.041* 0.041*
(0.02) (0.01) (0.02) (0.02) (0.02) (0.02) (0.02)
Household owns a television 0.092%** 0.016 0.045%* 0.089%** 0.092%** 0.085%** 0.090%**
(0.02) 0.01) (0.02) (0.02) (0.02) 0.02) 0.02)
Household owns a computer 0.112%** 0.053*** 0.070** 0.107*** 0.108*** 0.093** 0.115%**
(0.04) (0.02) (0.03) (0.04) (0.04) (0.04) (0.04)
Household owns a refrigerator 0.073%** 0.032%** 0.020 0.070%** 0.075%** 0.056%*** 0.072%**
0.02) 0.01) 0.02) 0.02) 0.02) (0.02) (0.02)
Household owns an air conditioner 0.068 0.071%** 0.021 0.072 0.033 0.070 0.067
(0.06) (0.02) (0.04) (0.05) (0.05) (0.05) (0.06)
Household owns a washing machine -0.272%%* -0.209%** -0.021 -0.255%** -0.236%* -0.246%** -0.279%**
(0.09) (0.04) (0.08) (0.09) (0.09) (0.09) (0.09)
Household owns a car 0.243*** 0.122%** 0.065*** 0.221%** 0.225%** 0.235%** 0.243***
(0.03) (0.01) (0.02) (0.03) (0.02) (0.03) (0.03)
Household owns a fan 0.121%** 0.046%** 0.047%** 0.122%** 0.115%** 0.112%** 0.120%**
0.02) 0.01) 0.02) 0.02) 0.02) (0.02) 0.02)
Household owns a satellite 0.081** 0.057*** 0.001 0.082** 0.088** 0.068* 0.077**
(0.04) (0.02) (0.03) (0.03) (0.03) (0.03) (0.04)
Log of residential area 0.064%*** 0.024%** -0.004 0.056%*** 0.062%** 0.058*** 0.056%***
0.02) 0.01) 0.01) 0.02) 0.02) 0.02) 0.02)
Roof is made of concrete/metal sheets/tiles 0.025 -0.001 0.013 0.036** 0.025 0.020 0.021
(0.02) (0.01) (0.01) (0.02) (0.02) (0.02) (0.02)
Wall is made of burnt bricks/concrete/metal sheets 0.054%** 0.030%** 0.005 0.055%** 0.053%** 0.050%** 0.049%**
(0.02) 0.01) 0.01) 0.02) 0.02) 0.02) (0.02)
Piped water/Truck 0.034 0.022%* -0.005 0.039* 0.030 0.034* 0.034
(0.02) (0.01) (0.02) (0.02) (0.02) (0.02) (0.02)
Any well water 0.007 0.003 0.018 0.006 0.006 0.016 0.010
(0.02) 0.01) 0.01) 0.02) 0.02) (0.02) 0.02)
On water/Flush/VIP toilet 0.132%** 0.082%*** 0.003 0.134%** 0.113%** 0.132%** 0.132%**
(0.03) (0.01) (0.02) (0.03) (0.03) (0.03) (0.03)
Other toilet 0.022 0.036%*** -0.045%** 0.021 0.010 0.023 0.020
(0.02) 0.01) (0.02) (0.02) (0.02) 0.02) (0.02)
Toilet is not shared 0.079*** 0.020%*** 0.053*** 0.078*** 0.085%*** 0.076%** 0.073***
(0.02) (0.01) (0.01) (0.02) (0.02) (0.02) (0.02)
_cons 7.051%** 6.878%** 1.646%%* 4.536%** 6.885%** 6.812%%* 6.849%** 6.806%** 6.915%*4
(0.06) (0.06) (0.04) (0.06) (0.06) (0.06) (0.06) (0.06) (0.06)
sigma_e 0.43 0.39 0.17 0.31 0.39 0.38 0.39 0.39 0.42
sigma_u 0.23 0.18 0.05 0.13 0.18 0.18 0.18 0.18 0.22
rho 0.23 0.18 0.07 0.15 0.18 0.17 0.18 0.18 0.21
2 o 0.44 0.56 0.92 0.73 0.57 0.58 0.57 0.56 0.45
N 4466 4466 4466 4466 4466 4466 4466 4466 4466

Note: *** p<0.01, ** p<0.05, * p<0.1. Standard errors are in parentheses. All estimations employs cluster random effects models and controls for the regional dummy variables.
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Table B.4. Household consumption model, Tanzania 2010/11

Model 1 Model2 Model3 Model4 Model5 Model6 Model7 Model 8 Model 9
Household size -0.028%* -0.035%* -0.006* -0.022* -0.034* -0.037* -0.035%* -0.030* -0.021%%*
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00)
Head's age -0.005* -0.005* -0.001* -0.003* -0.005* -0.005* -0.006* -0.005* -0.006%*%*
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00)
Head is female -0.039* 0.002 0.010 -0.018 0.001 -0.001 0.001 -0.001 -0.041%**
(0.02) (0.02) (0.01) (0.01) (0.02) (0.02) (0.02) (0.02) (0.02)
Head has primary education 0.073* -0.010 0.019* -0.041* -0.009 -0.014 -0.011 -0.012 0.059%**
(0.02) (0.02) (0.01) (0.02) (0.02) (0.02) (0.02) (0.02) (0.02)
Head has secondary ordinary education 0.355%* 0.070* 0.056* -0.008 0.056* 0.069* 0.069* 0.062* 0.308%%**
(0.03) (0.03) (0.01) (0.02) (0.03) (0.03) (0.03) (0.03) (0.03)
Head has secondary advanced education and higher 0.763* 0.235%* 0.138* 0.073* 0.224%* 0.233%* 0.233* 0.218* 0.682%**
(0.06) (0.05) (0.02) (0.04) (0.05) (0.05) (0.05) (0.05) (0.05)
Share of household members age 0-14 -0.801* -0.460%* -0.180* -0.164* -0.462* -0.478%* -0.473%* -0.447* -0.748%%*
(0.05) (0.05) (0.02) (0.04) (0.05) (0.05) (0.05) (0.05) (0.05)
Share of household members age 15-24 -0.428%* -0.342%* -0.087* -0.166* -0.345* -0.340%* -0.348%* -0.321* -0.390%*%*
(0.04) (0.04) (0.02) (0.03) (0.04) (0.04) (0.04) (0.04) (0.04)
Share of household members age 60 and older -0.107* -0.018 -0.046* 0.098* 0.004 -0.034 -0.011 -0.007 -0.074
(0.06) (0.05) (0.02) (0.04) (0.05) (0.05) (0.05) (0.05) (0.06)
Head is not working 0.069* 0.020 0.028* -0.015 0.029 0.011 0.021 0.019 0.058*
(0.04) (0.03) (0.01) (0.02) (0.03) (0.03) (0.03) (0.03) (0.03)
Head was working for wage/salary last 7 days 0.053* 0.018 0.013 -0.010 0.016 0.020 0.018 0.010 0.034*
(0.02) (0.02) (0.01) (0.01) (0.02) (0.02) (0.02) (0.02) (0.02)
Head was self-employed (non-farm) last 7 days 0.146* 0.050* 0.032%* 0.002 0.049* 0.043%* 0.050%* 0.038* 0.115%%*
(0.02) (0.02) (0.01) (0.01) (0.02) (0.02) (0.02) (0.02) (0.02)
Dar es Salam 0.641* 0.338* 0.073* 0.183* 0.390* 0.340* 0.338* 0.284* 0.496%**
(0.03) (0.03) (0.01) (0.03) (0.03) (0.03) (0.03) (0.03) (0.03)
Rest of urban 0.266* 0.061* 0.041* 0.007 0.078%* 0.061* 0.060* 0.031 0.180%*%**
(0.03) (0.03) (0.01) (0.02) (0.03) (0.03) (0.03) (0.03) (0.03)
Zanzibar 0.072%* -0.169* -0.110* -0.003 -0.063* -0.125%* -0.168%* -0.180* 0.009
(0.04) (0.03) (0.01) (0.03) (0.03) (0.03) (0.03) (0.03) (0.04)
Log of food consumption peraeq 0.857*
(0.01)
Log of non-food consumption peraeq 0.384*
(0.01)
Log of furnishings and household expenses peraeq 0.025%*
(0.00)
Log of health expenditures peraeq 0.020*
(0.00)
Log of education expenditures peraeq 0.002
(0.00)
Lof of utilities peraeq 0.041* 0.071%%**
(0.00) (0.00)
Household owns a motorcycle 0.264* 0.169* 0.074* 0.259* 0.255* 0.264* 0.260*
(0.03) (0.01) (0.03) (0.03) (0.03) (0.03) (0.03)
Household owns a bicycle 0.001 -0.001 -0.002 -0.011 0.003 0.000 0.005
(0.02) (0.01) (0.01) (0.02) (0.02) (0.02) (0.02)
Household owns a desk phone 0.080 0.049* 0.048 0.084 0.076 0.080 0.070
(0.06) (0.03) (0.05) (0.06) (0.06) (0.06) (0.06)
Household owns a mobile phone 0.230* 0.095* 0.040* 0.215%* 0.220* 0.229* 0.218*
(0.02) (0.01) (0.02) (0.02) (0.02) (0.02) (0.02)
Household owns an CD / DVD player 0.161* 0.039* 0.096* 0.146* 0.151%* 0.162* 0.158%*
(0.03) (0.02) (0.03) (0.03) (0.03) (0.03) (0.03)
Household owns a television 0.017 0.046* -0.026 0.017 0.019 0.016 0.003
(0.04) (0.02) (0.03) (0.03) (0.03) (0.04) (0.03)
Household owns a compute 0.197* 0.086* 0.093* 0.167* 0.194* 0.193* 0.196*
(0.05) (0.02) (0.04) (0.05) (0.05) (0.05) (0.05)
Household owns a refrigerator 0.090* 0.049* 0.027 0.087* 0.090* 0.089* 0.076*
(0.03) (0.01) (0.03) (0.03) (0.03) (0.03) (0.03)
Household owns a air conditioner/ fan 0.034 -0.022 0.028 0.011 0.028 0.034 0.033
(0.03) (0.01) (0.02) (0.03) (0.03) (0.03) (0.03)
Household owns a radio 0.096* 0.012 0.051* 0.084* 0.091* 0.096* 0.093*
(0.02) (0.01) (0.01) (0.02) (0.02) (0.02) (0.02)
Household owns a mosquito net 0.046* -0.015 0.033* 0.038 0.037 0.046* 0.037
(0.02) (0.01) (0.02) (0.02) (0.02) (0.02) (0.02)
Log of residential area per capita 0.354* 0.013 0.256* 0.365* 0.384%* 0.355* 0.344*
(0.04) (0.02) (0.03) (0.04) (0.04) (0.04) (0.04)
Roof is made of concrete/metal sheets/tiles 0.090* 0.031* 0.020 0.084* 0.083* 0.088* 0.067*
(0.02) (0.01) (0.02) (0.02) (0.02) (0.02) (0.02)
Wall is made of burnt bricks/stones -0.012 0.009 -0.033 -0.020 -0.017 -0.013 -0.013
(0.03) (0.01) (0.02) (0.03) (0.03) (0.03) (0.03)
Wall is made of mud bricks/mud stones 0.006 0.003 0.005 0.005 -0.006 0.006 0.006
(0.03) (0.01) (0.02) (0.02) (0.02) (0.03) (0.02)
Floor is made of concrete/cement/tiles 0.143* 0.053* 0.041* 0.148%* 0.134* 0.142%* 0.133*
(0.02) (0.01) (0.02) (0.02) (0.02) (0.02) (0.02)
Piped water 0.060* 0.028* 0.017 0.061* 0.058%* 0.060* 0.047*
(0.02) (0.01) (0.02) (0.02) (0.02) (0.02) (0.02)
Any well water -0.038%* 0.009 -0.045* -0.039* -0.043* -0.038%* -0.042*
(0.02) (0.01) (0.02) (0.02) (0.02) (0.02) (0.02)
Flush/VIP toilet 0.088* 0.046* 0.032* 0.072%* 0.078* 0.087* 0.081*
(0.02) 0.01) (0.02) (0.02) (0.02) (0.02) (0.02)
_cons 13.864% 13.360% 2.178* 8.903* 13.168% 13.253% 13.369% 13.007% 13.200%%**
(0.05) (0.06) (0.09) (0.10) (0.06) (0.06) (0.06) 0.07) (0.06)
sigma_e 0.48 0.43 0.19 0.34 0.42 0.42 0.43 0.43 0.47
sigma_u 0.19 0.13 0.03 0.10 0.13 0.13 0.13 0.13 0.17
rho 0.13 0.09 0.03 0.08 0.09 0.09 0.09 0.09 0.11
2 o 0.45 0.59 0.92 0.75 0.61 0.61 0.59 0.60 0.49
N 3823 3823 3823 3823 3823 3823 3823 3823 3823

Note: *** p<0.01, ** p<0.05, * p<0.1. Standard errors are in parentheses. All estimations employs cluster random effects models.
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Table B.5. Household consumption model using geospatial variables, Vietnam 2014

Model 1 Model 2 Model 3 Model 4 Model 5 Model 6
Household size S032%%* 0132w 0 132% D 0a7Fer Q047 D 0daker
(0.0 (0.00y (0.00y {000y (000 (0.00y
Head's age -0.001 -0.001 -0.001 o001+ 0.oo1* 0.oo1*
(0.00y (0.00) (0.00) {000y (0.00) (000}
Head is female 0.03g*+* 0038+ 0037w 0.004 0004 0.00&
0.0ty (0.01y (0.01y (001 0oLy o.0Ly
Headbelongs to ethnic minority group S0 1ggR®®  01ETEEF 01ZEREE DTSR 0191 D 191 %
(0.0 (0.02) (0.02) (002 (0.02) (0.02)
Head completed primary seho ol 0.Dag*s* 0.Da s 0.0 da* 0.103%** 0.105*** 0.102%**
0.0ty (0.01y (0.01y (001 0oLy o.0Ly
Head completed lower secondary 0.07g*++* 0.07g*+* 0.0 T+ 0.1§G*** 0,170+ 0.1gg+**
school (001} (0.01) (0.01}) (001} 001y 001y
Head completed upper secondary 014+ 0144k 0.1 43 0 306 *+ 0,30 5% 0305+
school (0.01y (0.01y (0.01% {002y {002y (0.02y
. 0.21g*+* 021 w* 0.216%** 0.5+ 0.510%** 0.514%+*
Head has (some) college education (0.02) (0.02) (0.02) (002 (0.02) (0.02)
Share of howelold members age 0-14 R 2 Y o 7 Rk 3 S o 0 .= 1 Y o U I G I = il
(0.073) (0.03) (0.03) {004y {004y (0.04)
0028 o029 o.o2e 0.180%** 0.182%** 0.1g2%+*
Share afhawelald members age 13-24 ) s (0.03) (0.03) (003 (0.03) (0.03)
Share of howetold members age 15-24 0 D56+ 0 D57k 0 057 0207+ 0. 207 0207+
(0.02y (0.02) (0.02) {002y {002y (0.02y
Head worked in the last 12 months -0.009 -noio 0013 -0.011 -0.011 -0015
(0.01y (0.01) (0.01} (001} (ool 001y
Log ofelectricity, water & garabage 025Gk 0.2 0k b 0254
expenditures per capita (ono1} (0oL {001y
Household owns a car 0.a10w* 0.a11++* 060G+
(0.03) (0.03) (0.03)
Hounsehold owns a motorbike 0 1G5+ 0 16+ 0.1 g7
0.0ty (0.01) (0.01)
Household owns a bicwele -0.042%%% 0 0a0+** 0 041%0*
(0.01y (0.01) (0.01}
Household owns a deskphone 0 Dbk 0 DGk 0.Dg7H
0.0ty (0.01) (0.01})
Honsehold owns a cell phone 0 125+ 0 127+ 0.1 2%+
0.0ty (0.01) (0.01)
Household owns a DVD player 0052+ 0052+ 0051+
0.0ty (0.01) (0.01})
Household owns a television 0 D6 S+ 0 0 gtk 0 D@5+
(0.0 (0.02) (0.02)
Household owns a computer 0. 1T+ 0. 1gg*** 0.1 g+
0.0ty (0.01) (0.01})
Hounsehold owns a refrizerator O 160+ 01594 0.1 G0+
0.0ty (0.01) (0.01)
Household owns anairconditioner 0,202+ 0.20]1*** 0. 207**+
0.0ty (0.01) (0.01})
Hounsehold owns a washing machine 0 105+ 010G+ 010G
0.0ty (0.01) (0.01)
Household owns anelectric fan 0.070+** 0.055*+* 0.08g**+
0.0ty (0.01) (0.01})
Log of residential area 01971+ 0 155+ 0.1 &7
0.0ty (0.01) (0.01)
House wall materials 0025+ 0.02g*+* 0.02g***
(0.00y (0.00) (0.00}
Aocess to drinking water 0005+ 0.00g*** 0007+
(0.00y (0.00) (0.00)
Tyre of toilet 0.03g*+* 0.03G*** 0.040%**
(0.00y (0.00) (0.00}
Urban 0014 0 Dyt 0.0g3**+ 0.08g*** 0.112%%* 0.139%**
0.0ty (0.01) (0.01}) (001} 001y 001y
Distarce to rearest major road o001 o.oo2
(0.00y (000
Distarce to rearest population center 0.000 0.000
(50,000 people plus) (0.00y {000y
Diistarce to rearest international land o.ooo* 0.00o0
border crossing {0.00}) [qupulu}]
Distarce to rearest major port 0.000*** 0.000* **
{000y {000y
Distarce to mmovincial capital -0.000 o.ooo
(0.00y (000
Land-based travel tire 1o the nearest -0.0g5%** -0.047HH*
denselye populated area (0.0 iy
HNightlizht intensity 0002+ 0.005***
(0.00) (0.00)
Agricultural soil guality index -0.oo2 o003
(0.00} (0.00y
Constant B 456k At ) b B . 421 115 BOGE B0k
(0.05) (0.05) (0.05) (00a) (0.0s) (0.05)
s 0.30 0.30 0.30 035 0.35 0.35
Ca 0.1 0.1 0.1 023 0.23 0.23
=] 0.28 02g 02g 0.30 0.31 0.31
r? 068 0a9 0a9 0.57 0.56 0.58
N 9300 2300 29300 9300 9300 9300

Note: * p=0.10, ** p=0.05 *** p=0.01. Standarderrors are inparentheses. &1 estimation emdoss commure random effects
models and control for regional durnmyvariables. House wall material is assigned numerical values using the following
categories: 4 'fement”, 5 hrick”, 4 "ironfwood’ 3 "earthistraw’, 2 "hambooboard”, and 1 'bthers”. The types of toilet are
assigned numerical values using the following categories: & "septic”, 5 'suilabh’, 4 "double septic', 3 “fishbridge ", 2 "others",
and 1 "hone "
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Table B.6. Household consumption model using geospatial variables, Malawi 2010

Model 1 Model 3 Model 4 Model 6
Household size -0.073%%% -0.072%** -0.054%%* -0.053%**
(0.01) (0.01) (0.01) (0.01)
Head's age -0.002%*%* -0.002%** -0.001 -0.001
(0.00) (0.00) (0.00) (0.00)
Head is female -0.029 -0.026 -0.017 -0.013
(0.02) (0.02) (0.02) (0.02)
Head has PSLC 0.044* 0.048* 0.142%%% 0.150%**
(0.03) (0.03) (0.03) (0.03)
Head has JCS 0.141%%* 0.141%%* 0.294 %% 0.299%**
(0.03) (0.03) (0.03) (0.03)
Head has MSCE 0.120%** 0.120%** 0.422%%% 0.428%#*
(0.03) (0.03) (0.03) (0.03)
Head has diploma/degree 0.265%** 0.263%** 0.954%%* 0.955%%*
(0.05) (0.05) (0.05) (0.05)
Share of household members age 0-14 -0.481%** -0.483%%* -0.81 1%%* -0.82 ***
(0.05) (0.05) (0.06) (0.06)
Share of household members age 15-24 -0.078%* -0.081%* -0.216%%* -0.226%%*
(0.04) (0.04) (0.05) (0.05)
Share of household members age 60 and older -0.177%** -0.179%** -0.264*** -0.273%**
(0.05) (0.05) (0.06) (0.06)
Head is employed for a wage/salary/commission in the
last 12 months -0.021 -0.018 -0.035 -0.028
(0.02) (0.02) (0.02) (0.02)
Head engaged in casual/ganyu labor in the last 12 months -0.061%%* -0.062%%** -0.145%%%* -0.148%%*
(0.02) (0.02) (0.02) (0.02)
Urban -0.022 -0.148%** -0.147%* -0.342%%*
(0.06) (0.04) (0.06) (0.04)
Log of utilities per capita 0.196%** 0.197%%*
(0.01) (0.01)
Household owns a car 0.454%%% 0.447%%*
(0.06) (0.06)
Household owns a motorcycle 0.099 0.108
(0.10) (0.10)
Household owns a bicycle 0.080%** 0.077%***
(0.02) (0.02)
Household owns a mobile phone 0.210%** 0.216%**
(0.02) (0.02)
Household owns an CD / DVD player 0.160%** 0.161%**
(0.03) (0.03)
Household owns a television 0.130%** 0.128***
(0.04) (0.04)
Household owns a computer 0.179%** 0.179%%*
(0.06) (0.06)
Household owns a refrigerator 0.119%* 0.126%*
(0.05) (0.05)
Household owns a air conditioner -0.016 -0.007
(0.14) (0.14)
Household owns a fan 0.160*** 0.157***
(0.05) (0.05)
Household owns a washing machine 0.368%** 0.338%*
(0.13) (0.13)
Log of residential area 0.747%** 0.754%%*
(0.05) (0.05)
Household dwelling has improved walls 0.049%** 0.047**
(0.02) (0.02)
Household dwelling has improved roof 0.080%** 0.082°%%*
(0.02) (0.02)
Household dwelling has improved floor 0.088%** 0.0937%**
(0.03) (0.03)
Household water source is improved -0.030 -0.032
(0.02) (0.02)
Household toilet facility is improved 0.175%%* 0.178%**
(0.03) (0.03)
Household has mosquito nets 0.086%** 0.087*%*
(0.02) (0.02)
Log of distance to nearest major road -0.020 -0.045%%*
(0.02) (0.02)
Log of distance to nearest population center 0.050* 0.040
(0.03) (0.03)
Log of distance to nearest ADMARC outlet -0.033 -0.070%**
(0.02) (0.02)
Log of distance to nearest tobacco auction floor 0.004 -0.022
(0.02) (0.02)
Log of distance to the boma of current distric of residence 0.129%%* 0.137%%*
(0.03) (0.03)
Log of distance to nearest border crossing -0.093%%* -0.067**
(0.03) (0.03)
Agricultural soil quality index 0.007 0.004
(0.00) (0.00)
_cons 11.585%%* 12.141%*%* 10.714%%* 11.262%%*
(0.16) (0.09) (0.19) (0.14)
sigma_e 0.40 0.41 0.46 0.46
sigma_u 0.16 0.17 0.16 0.17
rho 0.14 0.15 0.10 0.12
2 o 0.69 0.68 0.60 0.59
N 3245 3245 3245 3245

Note: *** p<0.01, ** p<0.05, * p<0.1. Standard errors are in parentheses. All estimations employs cluster random
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Table B.7. Household consumption model using geospatial variables, Nigeria 2010/11

Model 1 Model 3 Model 4 Model 6
Household size -0.072%%* -0.071%%* -0.053%%* -0.052%%*
(0.00) (0.00) (0.00) (0.00)
Head's age -0.003*** -0.003*%* -0.002%%* -0.002%**
(0.00) (0.00) (0.00) (0.00)
Head is female 0.027 0.027 -0.030 -0.030
(0.02) (0.02) (0.02) (0.02)
Head has primary education 0.065%** 0.065%** 0.134%%** 0.138%**
(0.02) (0.02) (0.02) (0.02)
Head has secondary education 0.114%** 0.112%** 0.245%%* 0.249%%**
(0.02) (0.02) (0.02) (0.02)
Head has secondary vocational education and higher 0.224%%* 0.224 %% 0.492%*% 0.501 %%
(0.02) (0.02) (0.02) (0.02)
Share of household members in 0-14 -0.411%%* -0.410%** -0.502%** -0.501***
(0.04) (0.04) (0.04) (0.04)
Share of household members in 25-59 0.266%** 0.272%*% 0.261%** 0.269%**
(0.04) (0.04) (0.04) (0.04)
Share of household members in 60 and older 0.22] %% 0.226%** 0.068 0.069
(0.05) (0.05) (0.05) (0.05)
Head did any work in last 7 days 0.090%*** 0.083%** 0.104%%** 0.093%#%*
(0.02) (0.02) (0.02) (0.02)
Urban 0.089%** 0.155%%% 0.207%** 0.337%%*
(0.03) (0.02) (0.03) (0.02)
Log of perca frequent non-food consumption 0.034%%* 0.037%%*
(0.00) (0.00)
Household owns a motorcycle 0.090%*** 0.082%%**
(0.02) (0.02)
Household owns a bicycle -0.015 -0.016
(0.02) (0.02)
Household owns a mobile phone 0.143%** 0.147%**
(0.02) (0.02)
Household owns a DVD player 0.045%* 0.044%*
(0.02) (0.02)
Household owns a television 0.085%** 0.090***
(0.02) (0.02)
Household owns a computer 0.1171%** 0.113%**
(0.04) (0.04)
Household owns a refrigerator 0.069%** 0.071%**
(0.02) (0.02)
Household owns an air conditioner 0.042 0.046
(0.06) (0.06)
Household owns a washing machine -0.284*** -0.254%**
(0.09) (0.09)
Household owns a car 0.247%%* 0.243%%*
(0.03) (0.03)
Household owns a fan 0.114%** 0.119%**
(0.02) (0.02)
Houschold owns a satellite 0.089%** 0.083**
(0.04) (0.04)
Log of residential area 0.072%%* 0.064%%**
(0.02) (0.02)
Roof is made of concrete/metal sheets/tiles 0.025 0.028%*
(0.02) (0.02)
Wall is made of burnt bricks/concrete/metal sheets 0.048%** 0.056%**
(0.02) (0.02)
Piped water/Truck 0.020 0.030
(0.02) (0.02)
Any well water 0.011 0.007
(0.02) (0.02)
On water/Flush/VIP toilet 0.108%%% 0.124%%%
(0.03) (0.03)
Other toilet 0.009 0.022
(0.02) (0.02)
Toilet is not shared 0.077%** 0.079%**
(0.02) (0.02)
Log of distance to nearest major road -0.001 -0.013
(0.01) (0.01)
Log of distance to nearest population center -0.002 -0.006
(0.01) (0.01)
Log of distance to nearest market -0.033 %% -0.046%%**
(0.01) (0.01)
Log of distance to nearest border crossing -0.042%** -0.067%**
(0.02) (0.02)
Log of distance to capital of state of residence -0.039%** -0.050%***
(0.01) 0.01)
Agricultural soil quality index 0.012%%* 0.019%**
(0.00) (0.00)
_cons 7.459% %% 6.878%%** 7.817%%* 6.917%%*
(0.12) (0.06) (0.13) (0.06)
sigma_e 0.39 0.39 0.42 0.42
sigma_u 0.18 0.18 0.21 0.21
rho 0.18 0.18 0.20 0.20
r2_o 0.56 0.56 0.46 0.46
N 4466 4466 4466 4466

Note: *** p<0.01, ** p<0.05, * p<0.1. Standard errors are in parentheses. All estimations employs cluster random effects
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Table B.8. Household consumption model using geospatial variables, Tanzania 2010/11

Model 1 Model 3 Model 4 Model 6
Household size -0.035%** -0.035%%* -0.022%** -0.022%**
(0.00) (0.00) (0.00) (0.00)
Head's age -0.005%** -0.005%*** -0.005%*** -0.006%***
(0.00) (0.00) (0.00) (0.00)
Head is female -0.000 0.001 -0.046** -0.042%**
(0.02) (0.02) (0.02) (0.02)
Head has primary education -0.010 -0.010 0.058*** 0.060%**
(0.02) (0.02) (0.02) (0.02)
Head has secondary ordinary education 0.071%* 0.070%* 0.302%%* 0.309%**
(0.03) (0.03) (0.03) (0.03)
Head has secondary advanced education and higher 0.243%%%* 0.237%%* 0.677%%* 0.678%%*
(0.05) (0.05) (0.05) (0.05)
Share of household members age 0-14 -0.45] %% -0.459%%** -0.730%** -0.747%%**
(0.05) (0.05) (0.05) (0.05)
Share of household members age 15-24 -0.337%%* -0.343%%* -0.384%** -0.392%**
(0.04) (0.04) (0.04) (0.04)
Share of household members age 60 and older -0.021 -0.019 -0.074 -0.075
(0.05) (0.05) (0.06) (0.06)
Head is not working 0.020 0.023 0.056 0.060*
(0.03) (0.03) (0.03) (0.03)
Head was working for wage/salary last 7 days 0.016 0.018 0.028 0.034*
(0.02) (0.02) (0.02) (0.02)
Head was self-employed (non-farm) last 7 days 0.048%** 0.048%%* 0.111%%** 0.114%%*
(0.02) (0.02) (0.02) (0.02)
Dar es Salam 0.281%** 0.327%%* 0.366%** 0.487%**
(0.04) (0.03) (0.04) (0.03)
Rest of urban 0.046 0.057** 0.12]%** 0.176%**
(0.03) (0.03) (0.03) (0.03)
Zanzibar -0.138%** -0.172%%* 0.031 0.006
(0.04) (0.03) (0.05) (0.04)
Lof of utilities peraeq 0.067%%** 0.071%%**
(0.00) (0.00)
Household owns a motorcycle 0.264%** 0.264%%**
(0.03) (0.03)
Household owns a bicycle 0.002 0.001
(0.02) (0.02)
Household owns a desk phone 0.085 0.072
(0.06) (0.06)
Household owns a mobile phone 0.228%%* 0.23 ] *%**
(0.02) (0.02)
Household owns an CD / DVD player 0.159%%%* 0.160%%**
(0.03) (0.03)
Household owns a television 0.015 0.019
(0.04) (0.04)
Household owns a compute 0.1927%%* 0.193%%*
(0.05) (0.05)
Housechold owns a refrigerator 0.086%** 0.091 ***
(0.03) (0.03)
Household owns a air conditioner/ fan 0.031 0.032
(0.03) (0.03)
Household owns a radio 0.095%** 0.096***
(0.02) (0.02)
Household owns a mosquito net 0.047** 0.047%*
(0.02) (0.02)
Log of residential area per capita 0.360%** 0.355%%*
(0.04) (0.04)
Roof is made of concrete/metal sheets/tiles 0.089%** 0.091 **x*
(0.02) (0.02)
Wall is made of burnt bricks/stones -0.010 -0.012
(0.03) (0.03)
Wall is made of mud bricks/mud stones 0.009 0.005
(0.03) (0.03)
Floor is made of concrete/cement/tiles 0.138%*** 0.141%**
(0.02) (0.02)
Piped water 0.059%%* 0.059%%*
(0.02) (0.02)
Any well water -0.037* -0.035*
(0.02) (0.02)
Flush/VIP toilet 0.086%** 0.088%***
(0.02) (0.02)
Log of distance to nearest major road -0.008 -0.021%*
(0.01) (0.01)
Log of distance to nearest population center 0.003 -0.006
(0.01) (0.02)
Log of distance to nearest market -0.026%* -0.046%**
(0.01) (0.01)
Log of distance to nearest border crossing 0.028* 0.031*
(0.01) (0.02)
Log of distance to headquaters of district of resident 0.007 0.005
(0.01) (0.01)
Agricultural soil quality index 0.007** 0.006*
(0.00) (0.00)
_cons 13.308%%* 13.361%** 13.331%%** 13.205%**
(0.10) (0.06) (0.11) (0.06)
sigma_e 0.43 0.43 0.47 0.47
sigma_u 0.13 0.13 0.17 0.17
rho 0.09 0.08 0.11 0.11
r2_o 0.59 0.59 0.50 0.49
N 3817 3817 3817 3817

Note: *** p<0.01, ** p<0.05, * p<0.1. Standard errors are in parentheses. All estimations employs cluster random effect:
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Table B.9. Predicted Poverty Rates Based on Imputation from 2010 to 2012, Vietnam (percentage)

Method 2012
Modell Model2 Model3 Model4 Model5 Model6 Model7 Model8 Model 9
1) Normal linear regression model 20.7 17.1* 18.0 10.8 19.4 17.4 17.1% 16.4* 16.8*
(0.5) (0.5) (0.5) 0.4) (0.5) (0.5) (0.5) (0.5) (0.5)
20.4 17.1% 18.0 10.8 19.3 17.4 17.0% 16.3* 16.3*

2) Empirical distribution of the error terms (0.5) (0.5) (0.5) (0.4) (0.5) 0.5) (0.5) 0.5) (0.5)

Control variables

Food expenditures Y

Non-food expenditures Y

Durables expenditures Y

Health expenditures Y

Education expenditures Y

Electricity, water, & garbage expenditures Y Y
Household assets & house characteristics Y Y Y Y Y Y Y
Demographics & employment Y Y Y Y Y Y Y Y Y
R? 0.47 0.69 0.87 0.94 0.74 0.71 0.70 0.71 0.57
p(y, yh) 0.45 0.68 0.87 0.92 0.73 0.71 0.69 0.70 0.56
N 9261 9261 9261 9261 9261 9261 9261 9261 9261
True poverty rate 16.6

(0.5)

Note: Estimates that fall within the 95% CI of the true rates are shown in bold; estimates that fall within one standard error of the true rates are
shown in bold and with a star "*". Standard errors in parentheses are adjusted for complex survey design. All estimates are obtained with population
weights. Method 1 uses the normal linear regression model with the theoretical distribution of the error terms and Method 2 uses the empirical
distribution of the error terms. Both methods employ commune random effects. Imputed poverty rates for 2012 use the estimated parameters based
on the 2010 data. 100 simulations are implemented. True poverty rate is the estimate directly obtained from the survey data. p(y, yh) is the correlation
between actual consumption and imputed consumption.
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Table B.10. Predicted Poverty Rates Based on Imputation from 2012 to 2014, Vietnam (percentage)

Method 2014
Modell Model2 Model3 Modeld ModelS5 Model6 Model7 Model8 Model 9
1) Normal linear regression 16.2 13.0% 13.6% 9.8 13.1% 12.4 12.9* 12.3 12.7*
model (0.5) (0.4) (0.4) 0.4) (0.4) 0.4) (0.4) 0.4) (0.4)
2) Empirical distribution of 16.0 12.9* 13.5% 9.7 13.0% 12.2 12.8* 12.2 12.2
the error terms 0.5) (0.4) (0.4) 0.4) (0.4) 0.4) (0.4) 0.4) (0.4)
Control variables
Food expenditures Y
Non-food expenditures Y
Durables expenditures Y
Health expenditures Y
Education expenditures Y
Electricity, water, & garbage
. Y Y
expenditures
Househol'd gssets & house v v % v % Y %
characteristics
Demographics & employment Y Y Y Y Y Y Y Y Y
R? 0.45 0.68 0.87 0.92 0.72 0.70 0.69 0.69 0.54
p(y, yh) 0.44 0.67 0.86 0.93 0.72 0.69 0.68 0.69 0.55
N 9300 9300 9300 9300 9300 9300 9300 9300 9300
True poverty rate 13.2
(0.4)

Note: Estimates that fall within the 95% CI of the true rates are shown in bold; estimates that fall within one standard error of the true rates are
shown in bold and with a star “*”. Standard errors in parentheses are adjusted for complex survey design. All estimates are obtained with
population weights. Method 1 uses the normal linear regression model with the theoretical distribution of the error terms and Method 2 uses the
empirical distribution of the error terms. Both methods employ commune random effects. Imputed poverty rates for 2014 use the estimated
parameters based on the 2012 data. 100 simulations are implemented. True poverty rate is the estimate directly obtained from the survey data.
P(y, yh) is the correlation between actual consumption and imputed consumption.
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Table B.11. Predicted Poverty Rates Based on Imputation Using More Disaggregated Food Item Consumption, Vietnam 2014
(percentage)

Method Modell  Model2 Model3 Model4 Model5S Model6 Model7  Model 8

1) Normal linear regression model 12.8* 13.3* 12.9* 13.0* 12.9* 12.3 13.2* 13.3*

(0.4) 0.4) (0.4) (0.4) (0.4) (0.4) (0.4) (0.4)
2) Empirical distribution of the error 12.4 12.7* 12.5 12.5 12.5 11.9 12.8* 12.9%
terms (0.4) (0.4) (0.4) 0.4) 0.4) (0.4) (0.4) (0.4)
Control variables
Rice expenditures Y
Meat expenditures Y
Seafood expenditures Y
Vegetable & fruit expenditures Y
Lard & cooking oil expenditures Y
Milk products expenditures Y
Drink expenditures Y
Food-away-from-home expenditures Y
Electrlglty, water, & garbage v % v % % v % %
expenditures
Demographics & employment Y Y Y Y Y Y Y Y
Adjusted R? 0.54 0.61 0.56 0.60 0.55 0.60 0.60 0.59
N 9300 9300 9300 9300 9300 9300 9300 9300
True poverty rate 13.2

(0.4)

Note: Estimates that fall within the 95% CI of the true rates are shown in bold; estimates that fall within one standard error of the true rates are
shown in bold and with a star "*". Standard errors in parentheses are adjusted for complex survey design. All estimates are obtained with
population weights. Method 1 uses the normal linear regression model with the theoretical distribution of the error terms and Method 2 uses the
empirical distribution of the error terms. Both methods employ commune random effects. Imputed poverty rates for 2014 use the estimated
parameters based on the 2012 data. 100 simulations are implemented. True poverty rate is the estimate directly obtained from the survey data.
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Table B.12. Predicted Poverty Rates Based on Imputation with Dummy Variables Indicating More Disaggregated Food Item
Consumption, Vietnam 2014 (percentage)

Method Model1l Model2 Model3 Model4 ModelS Model6 Model7 Model 8

1) Normal linear regression model 13.0%* 13.0* 13.0* 13.0* 13.0* 13.0* 13.0* 13.3*

(0.4) (0.4) (0.4) (0.4) (0.4) (0.4) (0.4) (0.4)
2) Empirical distribution of the error 12.9* 12.9% 12.9* 12.9* 12.9* 12.9* 12.9% 13.1*
terms (0.4) 0.4) (0.4) (0.4) (0.4) (0.4) (0.4) (0.4)
Control variables
Had rice expenditures Y
Had meat expenditures Y
Had seafood expenditures Y
Had vegetable & fruit expenditures Y
Had lard & cooking oil expenditures Y
Had milk products expenditures Y
Had drink expenditures Y
Had food-away-from-home
expenditures Y
Household assets & house
characteristics Y Y Y Y Y Y Y Y
Demographics & employment Y Y Y Y Y Y Y Y
R2 0.68 0.71 0.69 0.71 0.69 0.70 0.70 0.71
N 9300 9300 9300 9300 9300 9300 9300 9300
True poverty rate 13.2

(0.4)

Note: Estimates that fall within the 95% CI of the true rates are shown in bold; estimates that fall within one standard error of the true rates
are shown in bold and with a star "*". Standard errors in parentheses are adjusted for complex survey design. All estimates are obtained with
population weights. Method 1 uses the normal linear regression model with the theoretical distribution of the error terms and Method 2 uses
the empirical distribution of the error terms. Both methods employ commune random effects. Imputed poverty rates for 2014 use the estimated
parameters based on the 2012 data. 100 simulations are implemented. True poverty rate is the estimate directly obtained from the survey data.
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Table B.13. Predicted Poverty Rates Based on Imputation, from 2010/11 to 2016/17, Malawi (percentage)

Method 2016/17
Modell Model2 Model3 Model4 ModelS Model6 Model7 Model8 Model 9
1) Normal linear regression 62.7 61.2 52.3* 55.6 60.6 60.3 60.7 54.2 51.8*
model (0.7) (0.8) 0.9 (0.8) (0.8) (0.8) (0.8) (0.8) (0.8)
2) Empirical distribution of 62.9 61.2 52.6 55.9 60.6 60.2 60.7 543 52.3*
the error terms (0.7) (0.8) 0.9 (0.8) (0.8) (0.8) (0.8) (0.8) 0.7
Control variables
Food expenditures Y
Non-food expenditures Y
Furnishings and household v
expenses
Health expenditures Y
Education expenditures Y
UtlllFICSi water, kerosene, v %
lighting
Househol.d gssets & house % % % % % % %
characteristics
Demographics & v v % v v % v v %
employment
R? 0.46 0.62 0.93 0.85 0.66 0.63 0.62 0.65 0.55
p(y, yh) 0.49 0.63 0.91 0.83 0.66 0.65 0.62 0.65 0.56
N 12,446 12,446 12,446 12,446 12,446 12,446 12,446 12,446 12,446
True poverty rate 51.5
(0.9

3T 32

Note: Estimates shown in boldface or with a respectively fall within the 95% confidence interval or one standard error of the true poverty
rate. Standard errors in parentheses are adjusted for complex survey design. All estimates are obtained with population weights. Method 1 uses
the normal linear regression model with the theoretical distribution of the error terms and Method 2 uses the empirical distribution of the error
terms. Both methods employ cluster random effects. Imputed poverty rates for 2016/17 use the estimated parameters based on the 2010/11
data. 100 simulations are implemented. True poverty rate is the estimate directly obtained from the survey data. p(y, yh) is the correlation
between actual consumption and imputed consumption.
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Table B.14. Predicted Poverty Rates Based on Imputation, from 2008/09 to 2010/11, Tanzania (percentage)

Method 2010/11
Model1l Model2 Model3 Model4 Model5 Model6 Model7 Model8§ Model 9
1) Normal linear regression 17.7* 14.5 18.9* 15.5 14.2 14.8 14.5 16.2 18.9*
model 0.9) (0.9) (1.0) (1.0) (0.9) 0.9) (0.9) (1.0) (1.0)
2) Empirical distribution of 17.3* 14.0 18.8* 15.1 13.8 14.4 14.0 15.7 18.6*
the error terms (0.9 (0.9) (1.1) (1.0) (0.9) 0.9 (0.9) (1.0) (1.0)
Control variables
Food expenditures Y
Non-food expenditures Y
Furnishings and household %
expenses
Health expenditures Y
Education expenditures Y
UtlllFICSi water, kerosene, % v
lighting
Househol'd assets & house % % % % % % %
characteristics
Demographics & employment Y Y Y Y Y Y Y Y Y
R? 0.43 0.56 0.92 0.76 0.58 0.58 0.56 0.59 0.50
p(y, yh) 0.43 0.57 0.92 0.75 0.57 0.59 0.55 0.59 0.51
N 3,823 3,823 3,823 3,823 3,823 3,823 3,823 3,823 3,823
True poverty rate 18.0
(1.1

AT 34

Note: Estimates shown in boldface or with a respectively fall within the 95% confidence interval or one standard error of the true poverty
rate. Standard errors in parentheses are adjusted for complex survey design. All estimates are obtained with population weights. Method 1 uses
the normal linear regression model with the theoretical distribution of the error terms and Method 2 uses the empirical distribution of the error
terms. Both methods employ cluster random effects. Imputed poverty rates for 2010/11 use the estimated parameters based on the 2008/09 data.
100 simulations are implemented. True poverty rate is the estimate directly obtained from the survey data. p(y, yh) is the correlation between
actual consumption and imputed consumption.
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Table B.15. Predicted Poverty Rates Based on Within-Year Imputation in 2018/19, Ethiopia (percentage)

Method 2018/19
Model 1 Model 2 Model 3 Model 4 Model 7 Model 8 Model 9

1) Normal linear regression model 43.9 45.1 42.0% 45.0 45.1 45.0 44.3

(1.6) (1.6) (2.3) (.7 (1.6) (.7 (1.6)
2) Empirical distribution of the error 44.6 46.1 42.0% 46.5 46.1 46.1 45.1
terms (1.6) (1.6) (2.3) 1.7 (1.6) (1.7) (1.6)
Control variables
Food expenditures Y
Non-food expenditures Y
Education expenditures Y
Utilities: water, kerosene, lighting Y Y
Househol'd assets & house % v % v %
characteristics
Demographics & employment Y Y Y Y Y Y Y
R? 0.42 0.49 0.95 0.60 0.49 0.51 0.47
p(y, yh) 0.42 0.48 0.96 0.60 0.49 0.50 0.45
N 3,368 3,368 3,368 3,368 3,368 3,368 3,368
True poverty rate 40.8

2.4

Note: Estimates shown in boldface or with a

AT 34

respectively fall within the 95% confidence interval or one standard error of the true poverty

rate. Standard errors in parentheses are adjusted for complex survey design. All estimates are obtained with population weights. Method 1 uses
the normal linear regression model with the theoretical distribution of the error terms and Method 2 uses the empirical distribution of the error
terms. Both methods employ cluster random effects. The estimation sample is generated by splitting the data into two random samples. The
imputed poverty rate for sample 2 use the estimated parameters based on the sample 1. 100 simulations are implemented. True poverty rate is the
estimate directly obtained from the sample 2. p(y, yh) is the correlation between actual consumption and imputed consumption.
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Table B.16. Predicted Poverty Rates Based on Within-Year Imputation in 2016/17, Malawi (percentage)

Method 2016/17
Model1 Model2 Model3 Model4 ModelS Model6 Model7 Model8 Model 9

1) Normal linear regression model 50.4 51.3* 51.4* 51.3* 51.3* 50.9* 51.3* 51.1% 50.1

(1.0) (1.0) (1.0) (1.0) (1.0) (1.0) (1.0) (1.0) (1.0)
2) Empirical distribution of the error 50.7* 51.3% 51.7* 51.4* 51.4* 50.9* 51.3* 51.1* 50.5%
terms (1.0) (1.0) (1.0) (1.1) (1.0) (1.0) (1.0) (1.0) (1.0)
Control variables
Food expenditures Y
Non-food expenditures Y
Furnishings and household expenses Y
Health expenditures Y
Education expenditures Y
Utilities: water, kerosene, lighting Y Y
Househol'd assets & house v % v % % v %
characteristics
Demographics & employment Y Y Y Y Y Y Y Y Y
R? 0.53 0.64 0.92 0.84 0.70 0.67 0.65 0.67 0.58
p(y, yh) 0.54 0.65 0.91 0.84 0.70 0.66 0.64 0.67 0.59
N 6,223 6,223 6,223 6,223 6,223 6,223 6,223 6,223 6,223
True poverty rate 51.6

(1.1

Note: Estimates shown in boldface or with a

“*» respectively fall within the 95% confidence interval or one standard error of the true poverty

rate. Standard errors in parentheses are adjusted for complex survey design. All estimates are obtained with population weights. Method 1 uses
the normal linear regression model with the theoretical distribution of the error terms and Method 2 uses the empirical distribution of the error
terms. Both methods employ cluster random effects. The estimation sample is generated by splitting the data into two random samples. The
imputed poverty rate for sample 2 use the estimated parameters based on the sample 1. 100 simulations are implemented. True poverty rate is the
estimate directly obtained from the sample 2. p(y, yh) is the correlation between actual consumption and imputed consumption.
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Table B.17. Predicted Poverty Rates Based on Within-Year Imputation in 2012/13, Nigeria (percentage)

2012/13
Method Model Model Model Model Model Model Model Model Model 9
1 2 3 4 5 6 7 8

1) Normal linear regression model 29.0% 27.7 29.6* 27.4 27.6 27.5 27.8% 27.6 28.7*

(1.4) (1.4) (1.5) (1.4) (1.4) (1.4) (1.4) (1.4) (1.4)
2) Empirical distribution of the error 29.2% 28.0* 29.9* 27.4 27.9* 27.7 28.1% 27.9% 28.9*
terms (1.4) (1.4) (1.5) (1.4) (1.4) (1.4) (1.5) (1.4) (1.4)
Control variables
Food expenditures Y
Non-food expenditures Y
Infrequent non-food expenditures Y
Health expenditures Y
Education expenditures Y
Utilities: electricity, fuel, water, garbage Y Y
Househol.d gssets & house v v v v v v v
characteristics
Demographics & employment Y Y Y Y Y Y Y Y Y
R? 0.43 0.56 0.95 0.74 0.57 0.58 0.57 0.57 0.45
p(y, yh) 0.43 0.54 0.92 0.72 0.56 0.58 0.56 0.58 0.43
N 2,197 2,197 2,197 2,197 2,197 2,197 2,197 2,197 2,197
True poverty rate 29.3

(1.5

Note: Estimates shown in boldface or with a “*” respectively fall within the 95% confidence interval or one standard error of the true poverty
rate. Standard errors in parentheses are adjusted for complex survey design. All estimates are obtained with population weights. Method 1 uses
the normal linear regression model with the theoretical distribution of the error terms and Method 2 uses the empirical distribution of the error
terms. Both methods employ commune random effects. The estimation sample is generated by splitting the data into two random samples. The
imputed poverty rate for sample 2 use the estimated parameters based on the sample 1. 100 simulations are implemented. True poverty rate is
the estimate directly obtained from the sample 2. Consumption expenditures are measured in 2011 PPP$. The poverty line is set at $1.90 in
2011 PPPS. p(y, yh) is the correlation between actual consumption and imputed consumption.
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Table B.18. Predicted Poverty Rates Based on Within-Year Imputation in 2012/13, Tanzania (percentage)

Method 2012/13
Model1 Model2 Model3 Model4 ModelS Model6 Model7 Model8 Model 9

1) Normal linear regression model 20.0* 21.0% 20.0* 20.8* 20.5* 20.9* 21.0% 21.2 20.7*

(1.2) (1.3) (1.3) (1.3) (1.3) (1.3) (1.3) (1.3) (1.3)
2) Empirical distribution of the error 19.5* 20.8* 20.0* 20.7* 20.3* 20.8* 20.8* 21.0% 20.3*
terms (1.2) (1.3) (1.3) (1.3) (1.3) (1.3) (1.3) (1.4) (1.3)
Control variables
Food expenditures Y
Non-food expenditures Y
Furnishings and household expenses Y
Health expenditures Y
Education expenditures Y
Utilities: water, kerosene, lighting Y Y
Househol'd assets & house v % v % % v %
characteristics
Demographics & employment Y Y Y Y Y Y Y Y Y
R? 0.45 0.59 0.93 0.77 0.60 0.60 0.59 0.59 0.47
p(y, yh) 0.41 0.61 0.93 0.77 0.59 0.59 0.57 0.57 0.45
N 2,430 2,430 2,430 2,430 2,430 2,430 2,430 2,430 2,430
True poverty rate 19.9

(1.2)

Note: Estimates shown in boldface or with a “*” respectively fall within the 95% confidence interval or one standard error of the true poverty
rate. Standard errors in parentheses are adjusted for complex survey design. All estimates are obtained with population weights. Method 1 uses
the normal linear regression model with the theoretical distribution of the error terms and Method 2 uses the empirical distribution of the error
terms. Both methods employ cluster random effects. The estimation sample is generated by splitting the data into two random samples. The
imputed poverty rate for sample 2 use the estimated parameters based on the sample 1. 100 simulations are implemented. True poverty rate is the
estimate directly obtained from the sample 2. p(y, yh) is the correlation between actual consumption and imputed consumption.
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Table B.19. Predicted Poverty Rates Based on Within-Year Imputation in 2016, Vietnam (percentage)

Method 2016
Model1l Model2 Model3 Model4 ModelS5 Model6 Model7 Model8 Model 9
1) Normal linear regression model 10.2 10.3 10.1 9.0* 10.2 10.2 10.3 9.9 9.1*
(0.5) (0.5) (0.6) (0.5) (0.5) (0.5) (0.5) (0.5) (0.5)
2) Empirical distribution of the error 9.8 10.0 10.0 8.8* 9.9 9.9 10.0 9.6 8.5*

terms

Control variables

(0.5) (0.5) (0.5) (0.5) (0.5) (0.5) (0.5) (0.5) (0.5)

Food expenditures Y
Non-food expenditures Y
Durables expenditures Y
Health expenditures Y
Education expenditures Y
Electricity, water, & garbage

. Y Y
expenditures
Household assets & house characteristics Y Y Y Y Y Y Y
Demographics & employment Y Y Y Y Y Y Y Y Y
R? 0.47 0.69 0.87 0.95 0.74 0.71 0.70 0.71 0.59
p(y, yh) 0.47 0.70 0.87 0.94 0.75 0.71 0.70 0.71 0.57
N 4,679 4,679 4,679 4,679 4,679 4,679 4,679 4,679 4,679
True poverty rate 9.0

(0.5)

Note: Estimates that fall within the 95% CI of the true rates are shown in bold; estimates that fall within one standard error of the true rates are
shown in bold and with a star "*". Standard errors in parentheses are adjusted for complex survey design. All estimates are obtained with
population weights. Method 1 uses the normal linear regression model with the theoretical distribution of the error terms and Method 2 uses the
empirical distribution of the error terms. Both methods employ commune random effects. The estimation sample is generated by splitting the data
into two random samples. The imputed poverty rate for sample 2 use the estimated parameters based on the sample 1. 100 simulations are
implemented. True poverty rate is the estimate directly obtained from the sample 2. p(y, yh) is the correlation between actual consumption and

imputed consumption.
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Table B.20. Meta-analysis of Imputation Models and Their Parameters, Logit Regressions

All Country Urhan Rural
Spec. 1 Spec. 2 Spec. 3 Spec. 4 Spec. 5 Spec. 6
Irpuitation modsl
Model 2: Demographics, employment, assets, 0.664 0,784 0, 80&*** 0,393 0.777 0.545
house characteristics (1.35) (1.59) (0.0%) (027 (1.94) {1.29)
Model 3 1.235 1.461 3. 341wk 2 4G 0FF* 2.297 2.028%
{adds food exp. to Model 2) (0.86) (1.05) (1.28) (0.33) (1.53) (1.22)
Model 4 -0.000 -0.000 2,533 1762 1.273%* 0. 9E5***
{adds nonfood exp. to Model 2) {000 ] {1.80) (1.32) (0.58) {0.36)
Model 5 0.351 0412 0.806 0.398 1.660 1.364
{adds durables exp. to Model 2) {125 {1.46) (2.05) {1.05) {1.76) {1.23)
Model & 0.664 0,784 0, 8E*** 0,393 0.777 0.545
{adds health exp. to Iodel 2) {135 (1.5 {0.05) {027 {1.94) {1.29
Model 7 0.664 0784 0. 86*** 0.398 0.777 0.545
{adds education exp. to Model 2) (135 (1.5%) (0.0 (027 (1.54) {1.2%)
Model 8 0.956 1.120 1.770* 1.105* 1.993 1.706%*
{adds utilities exp. to Model 2) {1.31) (145 {1.04) {0.66) {1.36) {085
Model & 2. 424wk 2.820%%* 2,533k 1.762%%* 3.5159%%* 3. 350 %%*
{adds utilities exp. to demographic & emplovment) (045 [N (0.5 (058 (RN (0.3
Model 10 -0.000 0.004 1.770* 1.083 0.777 0.552
{adds distance to facidities to Model 2) {1.74) (2.02) {1.04 {0.68) {1.94) {1.29
Model 11 0.664 0750 0. 86*** 0.354 0.777 0.552
{adds agricultural seil quality to Model 2) {135 (1.5%) (0.0%) (031 {1.94) {1.29)
Model 12 1795 2.121 2. 033k 1.750%** 2.BB1+** 2 ETgRRE
{adds distance to facilities to Model ) (1L61) {1.70) {0.50) (0.5 (0.93) {0.94)
Model 13 3307 3780wk 2. 033k 1.750%** 3.519%%* 3. ETIREE
{adds agricultural scil quality to Model 3 (065 {0.70) {0.50) {0.5%) (061 {0.36)
Other mndel paramsisrs
True poverty rate (1,27 2w 0,235 (1 2 gew
{0.04) (014 {0.07)
Log of zample size of baze survey 0707 . 152% 1.862%
(0.45) (2.28) (0.96)
Interval length between base & target surveys -2, 18g**+* 0.540 -2, HEAGFEF
041 (0.48) (0.79)
Rstimation modal
Mormal inear regression model -0.000 -0.055 0.063
0,10y {0.04) {0.06)
Constant -1 823%* 7.023 -2, 122%* 30.774%* -2.463%* -17.143%*
(088) 4.27) (0.66) (17.50) (1.12) (8.33)
Country FE Tes Mo Yes Mo Yes Mo
Log likelihood -116.82 -103.07 -80.22 -108.30 -92.05 -97.68
Pseudo B2 0.18 0.28 0.1% 0.25 0.1% 0.30
N 208 208 156 208 182 208

Note: * p=<0.10, ** p<0.05 *** p<0.01 Estmationresults are obtaned from the logit regressions. The outcome variable is a binary vaniabl e that indicates whether
the predicted poverty rateis statistically insi gni fi cantly di ferent from the true poverty rate. Robust standard errors are in parentheses are clustered at the country
level. The reference groups are Model 1 (demographics and empl oyment) for the imputati onmodels, all the country for the geographical region, the empirical
distribution ofthe error terms for the estimation model, and Vietnam for the countries. Some observations are dropped by Statain Specifications 3 and & for

perfect prediction.
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Table B.21. Meta-analysis of Imputation Models and Their Parameters, Ordered Logit

Regressions
All Country Urhan Bural
Spec. 1 Spec. 2 Spec. 3 Spec. 4 Spec. 5 Spec. &
Tmpuiati on model
Model 2: Demographics, employment, assets, 0.454 0361 1.0710%** 0.787** 1.230 1.088
house characteristics (147 (1.55) {0.28) (0.32) (1.12) (1.1
Model 3 0.675 0.602 2.230%* 1.881%** 2.134 1.956
{adds food exp. to Model &) (0.51) (051 {0.92) (0.65) {1.52) (1.35)
Model 4 -0.183 -0.285 2.723%* 2.233% 0.968* 0.837*
{adds nonfood exp. to Model 2) (0.21) (0.32) {1.25) (1.26) {0.59) (0.44)
Model 5 0.241 0218 1.033 0778 1.670* 1.455
{adds durables exp. to Model 2) (1.37) (1.43) {1.05) (0.88) {0.94) (0.54)
Model 6 0.387 0.26% 1.010%** 0.787** 0.827 0.694
{adds health exp. to Model 2) {1.42) (1.43) {0.28) (0.32) {1.06) (1.01)
Model 7 0.527 0465 1.0710%** 0.787** 1.230 1.088
{adds education exp. to Model 2) (1.93) (1.64) {0.28) (0.32) (1.12) (1.14)
Model 8 0711 0763 1.872%* 1. 439%%* 1,96 5% 1.739%*
{adds utilities exp. to MModel 2) (141 (1.52) {0.43) (0.43) (0.73) (0.69)
Model 9 2. 21 (pk* 2. 24G%%* 1.932%* 1.575% 3376k 3. 207w
{adds utihties exp. to demosraphic & employment) (0.5 (0.76) (0.8 (034 (0210 023
Model 10 -0.099 -0.154 1.794%* 1.427* 1.230 1.085
{adds distance to faclities to MMode 2) {1.81) (1.88) {087 (080 {1.12) (1.14)
Model 11 0.527 0470 0,695 %% 0. 49g%** 1.230 1.085
{adds agricultural soil quality to MModel 2) {1.93) (1.64) {0.10) (0.15) (1.12) (1.14)
Model 12 1.605 1.688 2. 107** 1.587* 3,195k 2. 945%w¢
{adds distance to facilities to MMode &) (1.52) (1.62) {0.97) (0.95) (0.66) (0.89)
Model 13 2. 283w 2.335%w* 1.932%* 1.526% 3 863 3686+
{adds agricultural soil qualtty to MModel 5 (0.57) (0.72) {087 (0.90) (0.27 (0.35)
Other model parameters
True poverty rate 0. 135%* -0, 215%* 0.155%+*
(0.05) {0.07 (0.04)
Log of sample size of base survey 0,585 -3 70g%E* 1.313
(0.6%) (1.1% (0.82)
Interval length between base & tarset surveys BE Eaad 0413 -1, 37
(0.56) (0.32) (0.47)
Estimation modsl
Mormal inear regression model 0063 0003 0044
(0.06) (0.0 (0.13)
Country FE Tes Mo Tes Mo Tes Mo
Threshold 1 1.435 5535 1.7595%* B Y 2.57(pkk 12.820*
{0.99) (6.69) {0.28) (9.16) (0.43) (7.16)
Threshold 2 2. 35k 6.495 3.3071#** -26 . 265¥FE 3312w 13.527*
(0.89) (6.73) (0.51) (8.90) (0.48) (7.25)
Loglikelihood -180.78 -174.35 -149.08 -172.26 -147.40 -150.41
Pseudo R2 011 0.14 030 0.1% 022 0.20
i) 208 208 208 208 208 208

Note: * p<0.10, ** p<0.05 *** p<0.01 Estimationresults are obtained from the orderedlogit regressions. The outcome variable 15 a discrete variable that equals
1 and 2 respectively if the predicted poverty rate falls within the 5% CT and one standard error of the true poverty rate; this variable equals 0 otherwize. Robust
standard errors are in parentheses are clustered at the country level. The reference groups are Model | (demographics and employment) for the imputation models,
all the country for the geographical region, the empiricd distribution of the error terms for the estimation model, and Vietnam for the countries.

70



Table B.22. Meta-analysis of Imputation Models and Their Parameters, Logit Regressions

with More Parsimonious Models

All Country Urban Rural
Spec. 1 Spec. 2 Spec. 3 Spec. 4 Spec. 5 Spec. O
Imputation model
Model 25 demosraplucs n.ooo 0.617 0.806 -0.027 -0.000 0.082
() 071 (0.98) 017 (0.00 (0.14)
Model 2b: demosraphics, assets 0648 0.617 1.337%* 0.443 1.655 1.595
1.32) (1.66) (0.60) (0.33) (1.7a) (1.19)
Model 2o demooraphics, house characteristics -0.919 -0.437 -0.000 -0.560 0.0o0 -0.758
(1.0m {1.4m (1.92) (0.37 () (0.62)
Model 2: Demographics, emplovment, assets, 0643 0.787 0.806%** 0.430 0.775 0.593
house charactenistics (1.38) {1.62) (0.09) (0.27) {1.947 (1.42)
Model 3 1.212 1.472 3.346%%* 2.505%%* 2.288 2.144*
{adds food exp. to Maodel 2) (0.83) {1.09) (1.25) (0.38) (1.52) (1.28)
Model 4 p.oon 0.000 2533 1.855 1.270%* 1.059%**
{adds nonfood exp. to Model 2) (0.0 8] (1.81) (1.41) (0.58) (0.36)
Model 5 0.542 0.413 0806 0.430 1.655 1455
{adds durahles exp. to Model 2) (1.21) (1.48) (2.05) {1.14) (1.76) (1.34)
Model 6 0648 0.787 0. 306%** 0.430 0.775 0.593
{adds health exp. to Model 2) {1.32) {162 (0.09) (0.27) {1.94% (1.42)
Wodel 7 0648 0.787 0.306%** 0.430 0.775 0.593
{adds education exp. to Madel 2) (1.32) (1.62) (0.09) (0.27 (1.94) (1.42)
Wodel 3 0.935 1.137 1.768* 1.178 1.986 1.810*
{adds utiities exp. to Model 2) (1.27 (1.45) (1.04) (0.73) (1.36) (0.96)
Iodel 9 LR R 2.533%%* 1 gas¥** 3.50Z%** 350T7H**
{adds utilities ezp. to demographic & emplovment) (0.52) (0.65) (0.50) (0.a1) (0.62) (0.44)
Model 10 n.ooo 0.00z 1.768*% 1.158 0.775 0.600
{adds distance to facilities to MModel 2) (1.69) (2.03) (1.04) (0.75) (1.94) (1.42)
Model 11 0.643 0.790 D.806%** 0.387 0.775 0.600
{adds agricultural soil quality to Model 2) (1.32) (1.63) (0.09) (0.31) (1.94) (1.42)
Model 12 1.7689 2.137 2533k 1. g45%%* 2. BAEFHH 2.318H¥*
{adds distance to facilities to Model M (1.58) (1.7M (050 (0.62% (0.947 0.59
Model 13 FARIEEE 3R QR 2.533%%* 1. G45%%* 3.502%%* ] R
{adds agricultural zoil quality to Madel ) (059 (0.7 (050 (0.62% (0.62% .43
Other modal parametars
Trae poverty rate 0. 199%*% -0.251%* [.244 % %%
(0.05) 0.12) (0.07)
Log of samnle size of basze survey 0.397 L 1.913**
(0.54) (2.19) (0.95)
Interval length between base & tarset surveys -2 0 0% 0.a82* -2 gaa
(0.50) (0.41) (0.82)
Estimation madel
Morma linear resression maodel -0.000 -0.089 0.081
(0.08) {0.09) (0.06)
Constant -1 R4THH -4.359 -2 1aa*** 34.406%* S24TFTE 1T ETIRE
0.an (5.07) (0.71) (16.89) (1.14) (3.42)
Country FE Tes Mo Tes Nao Tes Mo
Log hkelthood -141.96 -121.39 -94 88 -123.53 -104.40 -109.72
Pseudo R2 018 028 0.19 0.29 n.1s 0.34
N 256 250 192 253 210 253

Note: * p<0.10, ¥**p<0.05 *** p<0.01 Estirnati onresults are ottained from the lo gt regressions. The outcomne variable is a binary variable that indicates whether
the pred cted poverty rate iz statisticall v ing g i cantly different from the trie poverty rate. Bobust standard errors are in parentheses are clustered at the country
level. The reference groups are Model 1 (demographics and eraployment) for the imputation models, all the country for the geographical region, the erpiri cal
distritution of the error terms for the estitmation rno del, and Vietnam for the countries. Sotne observations are dropped by Stata for perfect prediction
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Table B.23. Meta-analysis of Imputation Models and Their Parameters, Logit Regressions

with Dummy Variables for Food Consumption

All Country Uthan Rural
Spec. 1 Spec. 2 Spec. 3 Spec. 4 Spec. & Spec. 6
Jrpiton om macdal
Ilodel 2 Demographics, employment, assets, house -0.223 -0.424 0.570 0745 0.0s0 -0.221
characteristics (11t 117 (167 [0.78 115 1068}
Ilodel 3 0.382 0.320 2 Qg I B ok 1438 1.335
(adds food exp. to MModel ) (068 (097 (0.78% (027 (0.9 (1.1
Wodel 4 -0.969 -1.280 2151 2341 0472 0241
radds nonfood exmp. to hlodel B [0.94y [0.98% [2.00% (170 (040 [0.6%)
Iodel 5 -0.569 -0.831 0570 0745 0527 0635
radds durables exp. to hiodel & (0963 [0.93) 1197 1133 (083 (0.8
odel 6 -0.233 -0.424 0.570 0745 n.0s0 -0221
{adds health exp. to Model 23 (R 117 (167 (078 115 r1.0a)
Wodel 7 -0.323 -0.424 0570 0743 n.0s0 -0221
adds education exp. to Model 2) 111y 117 (167 [0.78) (115 1,06}
Ilodel & 0.059 -0.044 1519 1.582 1144+ [0, Qo7+
(adds utilities exp. to Ivodel 23 (0.92% (1.04% [1.53 (107 [0.500 [0.45
Iulodel 9 1.505* 1821 2151 1.5341%* i K e R i
(adds utilities exp. to demographic & emploviment) (0.97y (1.1 (1.71% (1.0m (0.56) (0.5
Iodel 10 -0.959 -1.74 1518 1567 n.0s0 -0.214
(adds distance to facilities to Wods &) 147 [1.58% 1.5 71.08) (115 1.08)
Iodel 11 -0.223 -0.415 0.570 0656 0.0s0 -0.214
(adds agricultural soil quality to Model 5 (1L11y (1.17% [1.67% (081 (115 (106
Tulodel 13 0.95% 1.053 2351 RCK K 1013+ 1.030%
radds distance to facilities to Wodel & (12 (1.3 1714 1108 106 (117
Iodel 13 o o) R Tl 2151 PR R X L T
(adds agricultural soil quality to bodel & (025 071 171 7108 [0.56) [0.a1%
Iodsl 14 -0.428 -0.507 1428 1.104 -0.313 -0.258
(adds dumrny for maize consumption to Model 2) (1.38) (171 (1.16% (077 (1.86) (1.76)
Ilodel 15 -0.057 -0.049 0.E66 0548 -0313 -0.25%
(adds durntny for meat consurmption to Wodel 5 (120 (1.65% (1L.&N (1.3 (1.86) (1.76%
Idodel 16 -0.851 -1.000 14218 1.104 -0.313 -0.258
radds durreny for fish consurnption to Wodel 23 (163 11963 11163 0.7 1)) (178
Ilodel 17 -0.428 -0.507 1 EQ >+ 1. a5+ -0.313 -0.258
(adds durny for veg/ finat consumption to Model 23 (1.38) (1.71% (0.75) (0.38) (1.86) (1.76)
Lodel 18 -0.057 -0.049 1.504H* 1 A3 we 0705 0747
(adds dutnrny for cooking oil consutnption to WModel 2) (1.2, (1.65% (0.75% (0.38) (1.2% (1.35)
Iuodel 19 -0.851 -1.000 1428 1.104 -0313 -0.258
(adds dutrrmny for milke consumption to Wodel 2 (163 1963 (1.16% (077 (126 (178
Iodel 20 -0.057 -0.049 1428 1.104 07708 07747
(adds durreny for drinds consurrption to Wodel 25 [123 (165 [1.16% 0.7 125 1.3,
Iodsl 21 -0.057 -0.049 0866 0545 0258 0291
Tadds durrny for food awey from horme to Model 0 (1.2 (165 (187 11.33) 136 (135
Other yadel peraneters
True povetty mte 0. 2514+ BTk bl 0. 25044+
[0.04% 014 [0.0%
Log of sample size of base survey 0927 -5.380%* 2 1aTFHe*
[0.67% 210 [0.4m
[rderval length between base & target surveys -2 B 07z -2 QT
[0.51% (0.4 (0.36)
Estimearti on model
MNormal lingar regression roodel 0.060 -0.441 0365
[0.08% [0.40 0.3
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Figure B.1. Predicted Poverty Rates Based on Within-Year Imputation (Using Empirical
Distribution of Error Terms)
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Note: Calculations are based on data for Malawi in 2013, Nigeria in 2012/13, Tanzania in 2012/13,
Vietnam in 2016 and Ethiopia in 2018/19. Estimates are obtained by imputing from sample 1 into sample
2. Larger symbols indicates that the estimates are statistically insignificantly different from the true
poverty rates. Dashed lines represent the true poverty rates for Malawi in 2013, Nigeria in 2012/13,
Tanzania in 2012/13, Vietnam in 2016 and Ethiopia in 2018/19. Dotted lines represent confidence
intervals of the true poverty rates.
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Figure B.2. Relationship between Model Goodness-of-fit Statistics and Model Numbers

¢ 3
s 3
*
=0 4
-y
>
&)
S
[&]
8
§ © -
ﬂ: .
T T T T T T T T T T T T T
1 2 3 4 5 6 7 8 9 10 1" 12 13
model
® R2 * coryyh
Fitted values Fitted values

74



	1. Introduction
	2. Literature Review
	3. Analytical Framework
	3.1. Imputation Model
	3.2. Data

	4. Estimation Results
	4.1. Main Results
	4.2. Further Extensions with Complementary Predictors
	4.2.1. Adding Geospatial Variables
	4.2.2. Adding More Disaggregated Food Consumption Items
	4.2.3. Adding Variables from Other Data Sets

	4.3. Within-Year Imputation

	5. Further Meta-Analysis on Model Selection
	6. Conclusion
	References
	Table 1. Predicted Poverty Rates Based on Imputation from 2014 to 2016, Vietnam (percentage)
	Table 2. Predicted Poverty Rates Based on Imputation from 2010 to 2013, Malawi (percentage)
	Table 3. Predicted Poverty Rates Based on Imputation from 2010/11 to 2012/13, Nigeria (percentage)
	Table 4. Predicted Poverty Rates Based on Imputation from 2010/11 to 2012/13, Tanzania (percentage)
	Table 5. Predicted Poverty Rates Based on Imputation Using More Disaggregated Food Item Consumption from 2012 to 2014, Vietnam (percentage)
	Table 6. Predicted Poverty Rates Based on Imputation Using Variables from Commune Survey and Census from 2012 to 2014, Vietnam (percentage)
	Table 7. Meta-analysis of Imputation Models and Their Parameters, Marginal Effects from Logit Regressions
	Figure 1. Predicted Poverty Rates Based on Imputation Using Geospatial Variables
	Figure 2. Predicted Poverty Rates Based on Within-Year Imputation
	Figure 3. Imputation Accuracy for Different Imputation Models
	Data Availability
	Supplementary Materials for Online Publication
	Appendix A: Overview of (i) Key Poverty Imputation Studies and (ii) Poverty Predictors in Core Imputation Models
	Table A.1. Overview of Key Poverty Imputation Studies (with Validation) since the 2000s
	Table A.2. List of variables that are used in the core imputation models, by country

	Appendix B: Additional Tables for the Main Analysis
	Table B.1. Household consumption model, Vietnam 2014
	Table B.2. Household consumption model, Malawi 2010
	Table B.3. Household consumption model, Nigeria 2010/11
	Table B.4. Household consumption model, Tanzania 2010/11
	Table B.5. Household consumption model using geospatial variables, Vietnam 2014
	Table B.6. Household consumption model using geospatial variables, Malawi 2010
	Table B.6. Household consumption model using geospatial variables, Malawi 2010
	Table B.7. Household consumption model using geospatial variables, Nigeria 2010/11
	Table B.8. Household consumption model using geospatial variables, Tanzania 2010/11
	Table B.9. Predicted Poverty Rates Based on Imputation from 2010 to 2012, Vietnam (percentage)
	Table B.10. Predicted Poverty Rates Based on Imputation from 2012 to 2014, Vietnam (percentage)
	Table B.11. Predicted Poverty Rates Based on Imputation Using More Disaggregated Food Item Consumption, Vietnam 2014 (percentage)
	Table B.12. Predicted Poverty Rates Based on Imputation with Dummy Variables Indicating More Disaggregated Food Item Consumption, Vietnam 2014 (percentage)
	Table B.13. Predicted Poverty Rates Based on Imputation, from 2010/11 to 2016/17, Malawi (percentage)
	Table B.14. Predicted Poverty Rates Based on Imputation, from 2008/09 to 2010/11, Tanzania (percentage)
	Table B.15. Predicted Poverty Rates Based on Within-Year Imputation in 2018/19, Ethiopia (percentage)
	Table B.16. Predicted Poverty Rates Based on Within-Year Imputation in 2016/17, Malawi (percentage)
	Table B.17. Predicted Poverty Rates Based on Within-Year Imputation in 2012/13, Nigeria (percentage)
	Table B.18. Predicted Poverty Rates Based on Within-Year Imputation in 2012/13, Tanzania (percentage)
	Table B.19. Predicted Poverty Rates Based on Within-Year Imputation in 2016, Vietnam (percentage)
	Table B.20. Meta-analysis of Imputation Models and Their Parameters, Logit Regressions
	Table B.21. Meta-analysis of Imputation Models and Their Parameters, Ordered Logit Regressions
	Table B.22. Meta-analysis of Imputation Models and Their Parameters, Logit Regressions with More Parsimonious Models
	Table B.23. Meta-analysis of Imputation Models and Their Parameters, Logit Regressions with Dummy Variables for Food Consumption
	Figure B.1. Predicted Poverty Rates Based on Within-Year Imputation (Using Empirical Distribution of Error Terms)
	Figure B.2. Relationship between Model Goodness-of-fit Statistics and Model Numbers


