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Preface 

‘Paradigm shift’ can be an overused phrase. It often seems to get deployed to dress up unremarkable 

proposals in overly dramatic language. 

Yet when used in its proper sense, it describes a revolution in thinking, which makes us look at issues 

and problems from a completely new direction. And that’s the case with this Conference of European 

Statisticians work on Measuring the Value of Official Statistics. 

Because the ‘paradigm shift’ phrase is very well deserved to describe this superb piece of work. The 

report proposes moving away from an indicator-led approach. Instead, it argues that we should be 

working out what it is that people really value, and build from there – an outside-in perspective as 

opposed to the top-down, inside-out approach that can easily prevail. This perspective represents a 

twist of the lens to one that brings everything into sharper focus, and highlights new perspectives. For 

example, the report makes the profound point that quality is not the same as value; and similarly it 

argues that an organization’s values are not the same as what its users value about its outputs. And 

above all, the report proposes understanding value by asking people what they care about and how 

they use statistics.  

The report also demonstrates an impressive humility and honesty. It describes the process that the 

Task Force went through. The Task Force started with an indicator set before realizing this was 

precisely the wrong place to start. Instead, it shifted to a focus on clarifying the concept of value, 

leading to a broad, rather than narrow, conception of value. In this broad idea of value, a distinction 

is drawn between measuring value with indicators that monitor production, and measuring value from 

the point of view of consumers. It is the latter, of course, that statistical producers should be trying to 

optimize as providers of a public good. In setting out this process, the authors not only help us 

understand how they got to the shift in thinking; but they also demonstrate the openness and rigour 

of the national statistical organization at its best – never shying away from addressing a difficult 

question. As the report says at one point: “Indeed, we of all people, as statisticians, should not fall 

into the trap of saying that if something is hard to measure then we won’t even try: instead we should 

attempt to develop a way to measure it!”  

I am very impressed with this report, which sets a new agenda for thinking about value. At its heart 

the report a simple yet passionate plea to start from the perspective of the user. 

Is this a paradigm is shift? Absolutely. 

Ed Humpherson 

Director General for the United Kingdom’s Office for Statistics Regulation  
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Executive summary 

Any attempt to quantify how valuable official statistics are must begin by asking what is meant by 

value, and whose perceived value matters. 

This report reviews potential ways of measuring value, supported by case studies demonstrating their 

use and suitability (or non-suitability) for assessing the value of official statistics. The overarching 

conclusions of the document are: 

• Consumer-based approaches to value result in a different set of potential indicators than 

those arising from a more traditional, ‘production-based’ approach to value. 

• While production-based indicators can be very useful for operational and management 

purposes (including areas like quality and budgeting etc), they do not necessarily reflect the 

value of our outputs in the sense understood here. 

Moving towards a consumer-centred approach to measuring value—and, by extension, to creating, 

maintaining and improving that value, which is the ultimate goal—necessitates a fundamental shift in 

direction.  

This document offers a suggested method to navigate this change, which entails using a ‘Results Map’ 

to define a clear path to achieving the central goals of official statistics; working outwards from core 

strategic goals, to measurable outcomes, to quantitative indicators of value. 
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Official statisticians are driven by the conviction that their products, underpinned by the Fundamental 

Principles of Official Statistics, are uniquely valuable and essential for evidence-based decision-

making, for political accountability and for democracy. But there is an increasing awareness within the 

community of official statistics producers of a disconnect between their own understanding of the 

benefits and value of their products, and the public perception of the value that official statistics can 

offer. It is not merely a matter of ‘proving our value’. Official statistics are not the only source of 

statistical information. Users of statistics, or, more broadly, consumers of statistics (see Chapter 2 for 

an explanation of these terms) justifiably will choose, use and trust official statistics over other sources 

only when their own weighing of the pros and cons leads them to do so. Governments and other 

funders want to know if the resources invested in official statistics offer a good return on their 

investment. Official statisticians want their commitment to the Fundamental Principles, and what they 

view as the value resulting from this, to be recognized and understood. 

Driven by all these motivations, in 2015 a Task Force on Valuing Official Statistics was established by 

the Conference of European Statisticians (CES), resulting in the 2018 Recommendations for Promoting, 

Measuring and Communicating the Value of Official Statistics. The Recommendations promulgated a 

measurement framework comprising a set of proposed indicators for measuring value, and some 

suggested methods for producing them. In concluding their work, the group suggested that 

‘pathfinder’ NSOs should pilot test the proposed measurement framework, with the support of 

https://unece.org/statistics/fundamental-principles-official-statistics
https://unece.org/statistics/fundamental-principles-official-statistics
https://unece.org/statistics/publications/recommendations-promoting-measuring-and-communicating-value-official
https://unece.org/statistics/publications/recommendations-promoting-measuring-and-communicating-value-official
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UNECE, and should share their findings and experiences with the wider international statistical 

community.  

The present work originated from plans to undertake such pilot testing, via a Task Force established 

in 2019 for this purpose. Yet two things became clear very early on in the exercise:  

• First, the proposed framework inherited from the 2018 Recommendations was a 

brainstorming exercise, not yet sufficiently developed to be able to ‘pilot test’ without first 

refining and developing it. 

• Second, the whole exercise of developing and testing a measurement framework rested on 

the untested assumptions that it was already clear what ‘the value of official statistics’ meant, 

and for what reasons the official statistics community would wish to produce such measures 

of value. In fact, as the present document shows, these two assumptions needed to be 

examined and deconstructed in depth before any ‘pilot testing’ could be meaningful and 

before a useable measurement framework can be developed. 

This publication presents the findings of the CES Task Force to test and develop the framework for 

measuring the value of official statistics. The main argument put forward by this group is that ‘value’ 

is determined by the customer. Therefore, any attempt to quantify how valuable official statistics are 

must begin with an investigation into what it is that people value. A measurement framework 

comprising indicators of how well official statistics live up to the standards set by the statistical 

community themselves, no matter how laudable and universal those standards and no matter how 

detailed and carefully crafted the indicators, is not, in fact, a framework to measure the value of official 

statistics.   

The report documents the process followed by the Task Force to reach this core argument, including 

a detailed review of the measurement framework, which found that a significant share of the original 

measures cannot be proposed as indicators of customer-perceived value. Many are still useful for 

operational reasons, including quality assessment and budgeting, but a much-reduced number are 

retained as having potential as indicators of value. Amongst those retained are a number of 

longstanding measures that show or have the potential to show value, and there is ample evidence of 

methodologies becoming more and more developed in the quest to promote and improve official 

statistics. Many countries have undertaken or are undertaking targeted work to evaluate and assess 

their impact, covering a range of objective, subjective and monetary angles.  

A wealth of country case studies is presented, to illustrate the diverse experiences, and lessons 

learned among countries in their journeys towards assessing and quantifying the value of their work.   

Key messages 

“It’s important that we think not just about what we produce, but also the value 

of that in the hands of the users” Jonathan Athow, ONS, interviewed during Task 

Force kick-off event in London, September 2019 (see full video). 

The key messages arising from the two years of deliberations and investigations by the Task Force 

are the following: 

https://www.youtube.com/watch?v=Oa_xKCIwpVM
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Before we can measure value we need to know what it is 

Just as with any topic in statistics, an essential precursor to measurement is defining concepts and 

delineating what is to be measured. 'Value' is a fuzzy concept with a range of meanings, making it hard 

to give a precise definition—but this only makes it all the more necessary to be explicit about what we 

are talking about. 

We measure value with a view both to proving and to improving 

Developing a meaningful framework for measuring the value of official statistics relies on us knowing 

why we want to measure value at all. One reason is to prove to others that what we do has worth and 

is a good use of public resources. Another reason is to enable us to monitor the effectiveness of our 

efforts to increase our value. Both reasons are valid.  

The only way to determine what people value is to seek their views 

We should not assume that we know what people value; or that what we think is important is the 

same as what they think is important; or that if we explain well enough why we think things are 

important, people will come to share our views. To really know what elements comprise the value of 

official statistics, we need to ask. This doesn't have to mean direct questioning, which could be poorly 

understood, but it does have to entail some method of probing users to identify their criteria. 

We must not lose sight of the fact that users are also customers and consumers  

‘User’ is a widely-used, conventional term within statistical organizations, referring to those who make 

some sort of active use of the NSO’s statistical products and services. However, it is important not to 

lose sight of the fact that that users are also customers and consumers in a wider data market. As 

such, they may source information elsewhere and make choices as to whether and when to do so. 

Furthermore, the term ‘consumer’ is broader than ‘user’ as it is not restricted to those who actively 

use statistics, but can encompass also those whose interaction, consumption and benefit from 

statistics may be somewhat more passive—which does not necessarily mean the statistics are any less 

valuable to them. In this report, while all three terms are used somewhat interchangeably, ‘consumer’ 

is therefore the preferred term (as discussed in Chapter 2).  

Value is not synonymous with values 

Value, like beauty, is in the eye of the beholder. What makes official statistics valuable is not for us to 

say (unless we ask—see previous point). We can state our values, the things that drive and motivate 

us and the reasons that we do what we do. We can state the properties of official statistics that result 

from the values we hold. And we can even state why we think users or society at large 'should' find 

these properties valuable. But there is no automatic link between values and value. In the end, users 

will value what fits their needs and it is they who define those needs, not us. Relatedly, communicating 

our values is no guarantee that this will convince anyone of our worth. Like the foreign tourist who 

speaks louder and louder in their own language in the hope of being understood, we risk alienating 
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our users by simply stating our values and hoping that people will ‘get it’. More helpful would be 

communicating how we fulfil their criteria of value. 

Value is not synonymous with quality 

In official statistics, quality is already a well-defined concept with clear and agreed dimensions. It 

amounts essentially to 'how good our statistics are'. Although one of the dimensions in standard 

quality frameworks is relevance, which is defined as meeting users' needs, the majority of other 

quality dimensions are aspects of the statistics themselves which can be relatively objectively 

measured within an NSO. In contrast, value cannot be determined without reference to the perception 

of the one doing the valuing. It is inherently subjective. For some users, it may be synonymous with 

quality, if quality is the main thing they value, but for others it will encompass more intangible aspects 

including relationships and opinions. For example, for some users, the simple fact of coming from an 

NSO and the gravitas that offers may be enough to make official statistics more valuable to them than 

unofficial ones, even if all others aspects of the statistics could be held equal. 

Measures of value are not (necessarily) the same as measures of quality nor of adherence to 

values 

Since value is not a synonym either of values or of quality, a framework for measuring value will not 

consist of identical indicators to those found in quality frameworks, nor will it consist of measures of 

how well we uphold values and embody the Fundamental Principles. But there may be some overlap, 

since for some users these things are indeed central components of their perception of value. 

Testing and refining the measurement framework has highlighted underlying issues with the 

exercise 

The mandate of the Task Force was to test and refine the framework as formulated in the 2018 

Recommendations. The content of this publication demonstrates that this was done. But a principal 

finding is that the exercise of formulating a measurement framework "from the outside in", starting 

with available indicators and testing them to see whether they provide a good picture of the thing 

being measured, follows a flawed logic. The resulting refined framework proposed here, therefore, 

both sets aside a significant number of measures from the framework because they were found not 

to provide a good picture of the thing being measured, and contains notable gaps, for which new 

measures should be developed as this work is taken forward. 

Excluding measures from the framework does not mean they are unimportant 

The work undertaken by this Task Force involved reviewing each of the proposed measures included 

in the 2018 framework, in light of the collated experience of 18 countries and organizations who 

shared their views. This review resulted in a significant number of those measures being excluded 

from the framework, for a range of reasons: because they are not considered to be actually indicative 

of value; because they are not quantitative indicators; because they are not well-grounded in a logical 

pathway from intended impact, to outcomes, to measures indicative of achieving those outcomes; 

because the behaviours implied by tracking that measure are not desirable; because it is not evident 
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what a 'good' level of the indicator would be or it does not suggest a target towards which to strive; 

and/or because there is no obvious monotonic relationship between the indicator and the 'value' it 

purports to measure. 

Nevertheless, excluding a measure from the framework for any or all of these reasons does not mean 

there is no point in producing it. It just means that it is not proposed by this group as a potential 

indicator of the value of official statistics. It could be an indicator of something other than value. There 

may be many other reasons to produce the measure. The case studies illustrate a number of examples 

of this. 

A framework for measuring value can include things we don't currently know how to 

measure 

There are many possible reasons to exclude a suggested measure from the measurement framework, 

but the difficulty or current impossibility of measuring it should not be one of them. If we think 

something would be a good indicator of value but we don't currently have a means of quantifying it, 

that should not be a reason to throw it out. Indeed, we of all people, as statisticians, should not fall 

into the trap of saying that if something is hard to measure then we won’t even try: instead we should 

attempt to develop a way to measure it! This being said, of course, the converse is also true: just 

because a quantitative measure of something does exist does not mean it necessarily is relevant and 

should be used. 

A useful approach to developing a value-measurement framework is to use a Results Map 

In addition to reviewing and assessing the 2018 measurement framework, the Task Force considered 

an alternative means of developing a measurement framework. Instead of beginning with possible 

indicators and testing them to see what works, this approach works in the opposite direction. It begins 

by defining the central goals of official statistics, then works outwards through organizational 

strategies that help achieve these goals; to tactical outcomes; to measurable areas for which 

indicators can be developed; and finally to the indicators themselves. While much more time-

consuming and with the real possibility that not all proposed indicators can (yet) be easily measured, 

the approach has the major strength that every resulting indicator in the framework traces a clear 

path from the central goal.  

The refinements proposed to the measurement framework are only a first step: this Task 

Force proposes a fundamental shift in approach to take the work forward 

The reviewed and refined framework proposed in this publication is based on assessing the measures 

suggested in 2018. Following through the Results Mapping process in depth, either on a country-by-

country basis or collectively on an international level to develop a generic measurement framework 

capable of being adapted to different countries’ circumstances, is a task beyond the mandate of the 

present Task Force; but one which this group argues could be extremely useful to help inform ongoing 

efforts to prove and improve the value of official statistics. Rather than pilot testing individual 

indicators of value, therefore, this group proposes that future work centre on pilot testing the Results 

Map procedure, drawing heavily on user (and non-user) consultation, to guide official statistics in its 

endeavours to offer value to society. 



 

Chapter 1. Introduction 

“What makes official statistics valuable to you?” 

 More than a thousand people viewed this question when posted by a statistics professional in 

a highly engaged network on LinkedIn. Yet only two offered substantive answers.  

 Posted on official social media accounts, the question prompted support in the form of ‘likes’ 

and ‘retweets’, but not one reply. 

 What does this tell us? That those who interact with official statistics via social media platforms 

cannot think of a single thing that makes our work valuable? Should we just pack up and go 

home? 

 The work presented here argues that official statistics, as an industry, is most likely immensely 

valuable to users and to society as a whole, but that our introspective habits built up and 

institutionalized over many years have led us to take this value for granted, leaving us without 

a clear means either of proving or of improving it.  

 One reason why people do not, or perhaps even cannot, answer the question posed above is 

that it is too abstract. No industry, no provider of any product or service, would expect their 

customers to be able to articulate directly and consciously the range of criteria they apply, or 

the relative weights they assign to these criteria; for example when choosing a car, a pair of 

jeans or a brand of cookies. If it were this simple, market research in any field would be a much 

smaller operation. In fact, it is a whole industry based on subtle and complex ways of eliciting 

information from people about the criteria they apply, often subconsciously, and how they 

relate these to value, whether in terms of value for money, time, prestige, or other factors. 

 So it must be for official statistics.  

 First, ascertaining what criteria our users (or potential users, passive users and non-users) 

apply1 when determining the value they assign to our products and services is a complex 

operation, because such determination is rarely conscious or explicit, and because it is 

almost certainly not fixed but varies across user, use, time and space. 

 Second, the task of ascertaining these criteria is not one that can be done purely internally 

without consulting those very users—even though such consultation is challenging, and as 

the social media example above illustrates, cannot be achieved by simple direct questioning 

alone. If we opt instead to come up with our own components of value based on what we 

assume to be valued by users, we risk identifying the wrong criteria and then being led by 

these towards erroneous goals.  

 Third, even once the criteria—the constituent elements that together result in a user’s 

perception of value— have been established, operationalizing them in a way that permits 

 
1 This variety of terms is given rather than the simple word ‘user’ since some people use official statistics 
explicitly and consciously; some use them without being aware of it; some benefit from their existence without 
actually ‘using’ them per se; and some do not use them or benefit from them at all. The value, or lack of value, 
of our work to each of these groups is something we may wish to understand and potentially to alter. For more 
on this as well as a discussion of the differentiation between the terms ‘user’, ‘customer’ and ‘consumer’, see 
Chapter 2. 
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us to monitor, compare, set targets and assess progress towards them, is an equally large 

and multifaceted task. 

 This report represents an attempt to expand upon each of these three ideas, within the 

mandate of the CES Task Force to test and further develop the framework for measuring the 

value of official statistics (hereafter the Task Force on measuring value, or just the Task Force). 

 Official statisticians are driven by the conviction that their products, underpinned by the 

Fundamental Principles of official statistics, are uniquely valuable and essential for evidence-

based decision-making, for political accountability and for democracy. But there is an increasing 

awareness within the community of official statistics producers of a disconnect between their 

own understanding of the benefits and value of their products, and the public perception of the 

value that official statistics can offer. It is not merely a matter of ‘proving our value’. Official 

statistics are not the only source of statistical information. Consumers justifiably will choose, 

use and trust official statistics over other sources only when their own weighing of the pros and 

cons leads them to do so. Governments and other funders want to know if the resources 

invested in official statistics offer a good return on their investment. Official statisticians want 

their commitment to the Fundamental Principles, and what they view as the value resulting 

from this, to be recognized and understood. 

 Driven by all these motivations, in 2015 a Task Force on Valuing Official Statistics was 

established by the Conference of European Statisticians (CES), resulting in the 2018 

Recommendations for Promoting, Measuring and Communicating the Value of Official 

Statistics. The Recommendations promulgated a measurement framework comprising a set of 

proposed indicators for measuring value, and some suggested methods for producing them. In 

concluding their work, the group suggested that ‘pathfinder’ NSOs should pilot test the 

proposed measurement framework, with the support of UNECE, and should share their findings 

and experiences with the wider international statistical community. When endorsing the 

Recommendations, CES called for pilot testing of the framework for measuring the value of 

official statistics, and for follow-up of the outcomes of such pilot testing in order to further 

develop the framework. 

 The present work originated in the intention to undertake such pilot testing, coordinated by the 

Task Force on measuring value which was established in 2019 for this purpose.  

1.1 The measurement framework 

 The 2018 Recommendations put forward a framework made up of three components, or kinds 

of measures of value: 

• observable or objective indicators (reflecting actual use of statistical products; measures 

of quality assumed to be adding value; and/or demonstrating adherence to the 

Fundamental Principles of Official Statistics) 

• subjective indicators (covering perception, trust, support, satisfaction etc.), and  

• monetary valuations (quantifying the impact of statistics in monetary terms and/or 

weighing the value of outputs against the cost of inputs). 

https://unece.org/statistics/fundamental-principles-official-statistics
https://unece.org/statistics/publications/recommendations-promoting-measuring-and-communicating-value-official
https://unece.org/statistics/publications/recommendations-promoting-measuring-and-communicating-value-official
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 In general terms, the objective component consists of things which could be measured with 

relative ease from existing sources, such as download counts, numbers of citations in various 

different types of media, social media interactions, etc. The inclusion of these as proposed 

indicators of value rests on the assumption that when people view, download or use our 

statistics or mention our work, this is an indication that they find our work valuable. 

 The component comprises measures which would primarily be obtained from user satisfaction 

surveys—either dedicated full annual surveys, or continuous mini surveys on web pages. This 

component offers crucial insights into user confidence and trust in official statistics, and into 

how useful, relevant and accessible they are found to be by users. 

 The monetary component merits a heading of its own due to its communicative power, even 

though it is not in the same conceptual or logical category as subjective and objective measures 

(it is not a mutually-exclusive three-way classification). Much of the discussion around the value 

of official statistics relates to the desire to investigate whether official statistics are good value 

for money, as a public good resourced by public money. Monetary measures of value are the 

most complex to produce but particularly easy to communicate. Given the unique position of 

NSOs being in the field of quantification, there is an expectation that they should be able to 

defend in quantitative terms the value that they add. 

 Within these three components, the 2018 framework suggested wide range of indicators or 

measures, grouped into sub-components (e.g. the objective component is divided into 

indicators of quality, transparency, use and relevance; the subjective component includes, 

among others, the sub-components ‘awareness of brand and message’ and ‘user support’). The 

full original proposed framework can be seen in Annex 1. 

1.2 Evaluating, testing and refining the framework 

 The CES work on measuring value was established with the intention of ‘pilot testing’ the 

measurement framework. But early on in the activities of the group two things became clear. 

First, it was found that  the framework was not yet something that could simply be pilot tested. 

The loose constellation of measurement ideas proposed in the 2018 Recommendations was an 

early brainstorming exercise, not yet sufficiently sophisticated to be operationalized into actual 

measurable indicators. ‘Number of tailored services by user group’, for example, or ‘share of 

users whose information needs were met’ are far from being sufficiently clear to be able to 

produce figures without first establishing a variety of necessary definitions and a standard 

methodology.  

 Second, the group found that some of the items in the proposed framework were not, in fact, 

measures of value, while others that perhaps ought to be included in a comprehensive 

consideration were absent from the framework. Indeed, the whole exercise of developing and 

testing a measurement framework rested on the untested assumptions that it was already clear 

what ‘the value of official statistics’ meant, and for what reasons the official statistics 

community would wish to produce such measures of value. In fact, as this review shows, these 

two assumptions needed to be examined and deconstructed in depth before any ‘pilot testing’ 

could be meaningful and before a useable measurement framework could be developed. 
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 The group therefore expanded its aims, to include both testing and developing the 

measurement framework. To develop it, they first needed to achieve clarity and consensus on 

what value actually means, and why NSOs would or should want to measure it. On this basis, 

they designed a more coherent and complete approach to measuring the value of official 

statistics. In combination with detailed input from each participating country about their own 

experiences in attempting to produce measures of value in the various aspects of this 

framework, and complemented by a rich set of case studies, the Task Force was then able to 

put forth generalized recommendations for NSOs on whether, why and how to apply the 

framework. 

1.2.1 Work undertaken 

 The activities undertaken by the group in direct fulfilment of the tasks foreseen in its terms of 

reference were: 

a) An initial scoping exercise in which countries shared information on which areas of the 2018 

framework they were testing, or planning to test, or areas on which they already regularly 

produce indicators. This helped shape an understanding of where the biggest gaps are—not 

surprisingly, monetary valuations stood out as being the least produced. 

b) A kick-off event in London in September 2019 bringing together Task Force members and 

many UK-based experts to share initial thoughts and findings of research into measuring value 

c) Brainstorming a long list of possible measures to allow the possibility to consider new ones 

not included in the original framework 

d) Developing and having each participating country complete a template in which they reported 

on what measures they produce and for what purposes, as well as to rate them according to 

how useful and important they are within the NSO as indicators of value. Completed 

templates from 18 countries and organizations provided a rich source of information upon 

which to base the group’s ensuing recommendations.  

e) On the basis of the collated answers to these completed templates, Task Force members 

reviewed and evaluated each measure (both those from the initial framework and the small 

number of newly-proposed ones from the group brainstorming), using an online polling tool 

to score each measure, decide whether it should be kept, removed or refined, and share 

proposals for refinement, interpretation, etc. 

 In parallel with these activities, the Task Force developed an agreed template and collected 

country case studies to describe work related to measuring value using any of the identified 

measures. The case studies are designed to be a succinct way for countries to share the key 

points relating to their rationale, methodology and lessons learned. A number of countries have 

indicated willingness to provide further case studies, which could be added to the online version 

of this work on an ongoing basis. 

 The group extended their work in order to properly fulfil the mandate of the Task Force. The 

group’s objective, as set out in its terms of reference, was to assess the feasibility of applying 

the framework and its utility for producing helpful measures of value, and the expected 

outcome was a refined measurement framework. Furthermore, paragraph 8 of the terms of 

reference stated that “a simultaneous and equally important goal of the exercise is to provide 
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a collaborative forum for exchange of ideas, methodology and lessons learned between 

participating countries.” The following extended activities enabled the Task Force to fulfil these 

objectives: 

f) Regular online meetings in which group members also invited colleagues from their offices to 

present research findings and projects related to measuring value. 

g) Deconstructing the meaning of value and the purposes for which official statistics would want 

to measure it, including a consideration of the ways in which the Covid-19 pandemic has 

influenced both of these. The outcomes of this are presented in Chapter 2 and provide the basis 

for many of the conclusions and recommendations offered in Chapter 6. 

h) Two online workshops to develop and test the idea of using a Results Map technique (see 

Chapter 5 for details) to better formulate an approach to measuring value. The method is 

described and the results of the workshops are also included in Chapter 5. 

1.3 Overview of this report 

 This report comprises five further chapters after the current one, followed by a series of 

annexes containing more detailed material: 

 Chapter 2 examines the concept of value and what we mean by the value of official statistics. 

Building on the related discussions in the 2018 Recommendations, it considers why we as 

official statistics producers might want to produce measures of value, and what purpose such 

measures might serve. Informed by two years of discussions, it is underpinned by a critical 

examination of some of the assumptions often made within the official statistics community, 

and questions the common assumption that our value is high and just needs to be better 

communicated. The chapter also discusses how the conception of value has been influenced by 

the Covid-19 pandemic. 

 Chapter 3 proposes a simple four-component model, termed the ‘DARE’ framework, to guide 

us in conceptualizing customer-centric value. The model invites us to broaden the scope from 

a consideration of characteristics of our products and services themselves, to encompass also 

aspects such as relationships, relevance, and ease of use. 

 Chapter 4 presents a high-level summary of the findings of the review of the original 

measurement framework, explaining that the review found a significant number of the 

measures to be either unsuitable as measures of customer-perceived value, or else in need of 

development to render them suitable. It describes in summary form some of the experiences 

of countries which have produced measures of value, distilling the key findings and lessons 

learned for the overall endeavour of measuring value (the experiences of countries are 

described more fully in the corresponding annex). 

 Chapter 5 offers a proposal for a radical shift in the approach to take for conceptualizing and 

measuring value. Recognizing the limitations of the measurement framework reviewed in 

Chapter 4, it argues for a performance measurement approach, starting from formulating a goal 

and defining value in terms of outcomes that contribute to fulfilling that goal. The approach 

offers a method for developing indicators and demonstrates an experiment in applying this 

approach, undertaken by the Task Force. It ends by suggesting that this approach, referred to 
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as the ‘Results Map’ approach, could be piloted and eventually adopted by NSOs as a means of 

integrating a consideration of value into their organizational strategies. 

 Finally, Chapter 6 outlines some important conclusions and recommendations. It also offers 

proposals for continuing and expanding this work in light of the findings presented here. 

 Five annexes can be found at the end of the document: 

▪ Annex 1 shows the originally proposed measurement framework which the Task force was 

asked to review and develop. 

▪ Annex 2 describes in detail the ways in which the measures were reviewed and the key 

findings from countries’ responses. On this basis, it then states which of the measures are 

proposed as potential indicators of value; which are proposed for exclusion; and offers 

suggestions related to some of the measures, including refining definitions, guidance on 

interpretation and some groupings of measures to increase their utility. 

▪ Annex 3 consists of country case studies showcasing work on measuring value. The case 

studies include work related to measures that are maintained in the framework, as well as 

measures that have been proposed for exclusion from the framework. It is explained that this 

is because even where a measure is not included in the refined framework, it may still have 

other uses beyond value measurement. 

▪ Annex 4 acknowledges individuals who, while not members of this Task Force, inspired their 

work at a kickoff event of the group holed in London in September 2019. 

▪ Annex 5 (a temporary annex  until the document is prepared in clickable online format) offers 

brief explanations of terms and references for the concept map of value used in Chapter 2.



 

Chapter 2. What is value and why do we want to 
measure it? 

2.1 Introduction  

 In today’s data environment, it is no longer enough to take the value of official statistics for 

granted: to assume such value exists and that stakeholders share our perceptions of it. Big Data 

and the accompanying boom in statistical products has accelerated an evolution in customers 

and in the products that they demand, as policymakers, businesses and the general public 

increasingly look for timely and reliable data to guide their decisions. This growth is combined 

with an increased ease of access, greater use (and misuse) of statistics, and circulation via social 

media platforms that makes the data market surrounding NSOs more competitive than ever 

before.  

 The Covid-19 pandemic has deepened and accelerated these trends, acting as a catalyst for 

changes that were already underway, not only in the production of statistics but also in the way 

that NSOs assess and reflect upon the value of their contributions to society. Section 2.2 below 

shines a spotlight on the ways in which the pandemic has affected society’s and NSOs’ 

understanding of value. 

 Given these changes, NSOs have an opportunity to measure the value of official statistics and 

to communicate it in a compelling way to stakeholders including to the wider public. Currently, 

NSOs are broadly recognized as independent bodies, whose products and services can be 

trusted by society. But they should not be lulled into complacency by relying on institutional 

trust or prestige to navigate the new statistical landscape. Nor should they underplay the value 

of official statistics, particularly as they look to defend their budgets or advocate for more 

resources.  

 The ability of NSOs to review the value of their outputs from the perspective of users, and to 

set improved value targets that respond to user needs, will define the continuation into the 

future of the traditional high esteem and relevance they currently enjoy.  

 In addition to highlighting the positive impact of the work of NSOs and the larger National 

Statistical Systems (NSSs) on society, the process of measuring the value of official statistics will 

intensify dialogues with users, potential users, and ‘passive users’ (anyone who benefits in some 

way from the use of the official statistics, from their use in decision making; they may not 

consider themselves users of statistics but they benefit from their existence). This in turn will 

enable NSOs to monitor the effectiveness of their efforts and support product development to 

better meet the needs and interests of users.  

 Private statistical providers track the value of their products by contrasting input efforts against 

revenue, as their survival is tied directly to the responsiveness of their customers. Prices reflect 

willingness to pay and patterns of consumption, which are aligned with trends and deeper 

changes. NSOs differ from this, both in their core function – to provide their countries with data 

that informs decision-making in every layer of society – and circumstances – being publicly 

funded and forming part of the national institutional fabric. Therefore, as with any public good, 

the process of weighing the value of their contribution must expand beyond a purely monetary 
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approach: ‘value’, for official statistics, does not only mean ‘value for money’. Good value 

implies that the benefits outweigh the costs, and in the case of a public good neither the costs 

not the benefits are necessarily only monetary in nature Ultimately, the value derived by society 

depends on whether society’s needs are met in order to make well-informed decisions with 

reasonable confidence.  

2.2 The changing face of the value of statistics in the context of the 
Covid-19 pandemic 

 Within days of the World Health Organization (WHO) declaring a global health emergency, a 

change began to emerge in the way that statistics and data were being used and perceived 

across the world. Daily press briefings from the WHO and other international organizations, 

national governments and news bulletins began to centre around numbers and graphs; people 

who had not needed to look at or interpret a graph in years found themselves studying 

trendlines and axes; whole editorial news articles were devoted to picking apart the nuances of 

different indicators of mortality, hospitalization and positive cases. 

 As the main custodians of official data on these questions, this threw NSOs into uncharted 

waters. They were expected to provide and stand behind figures, more rapidly than ever and 

against a level of scrutiny never before witnessed. Official statistics producers have always been 

proud of the fact that they are transparent, scientifically robust and politically independent. 

Some users, in the past, may perhaps not have placed especially high value on these 

characteristics, but as national responses to the pandemic often became politicized, these 

qualities suddenly took on a central importance for many. At the same time, the relative 

importance of various quality dimensions—timeliness, punctuality, accuracy, accessibility and 

others—in the eyes of users underwent shifts, as the nature of the users and uses transformed. 

 This is not to say that the meaning of the term value has changed. The idea of value being 

shaped by “fitness for use” remains unaltered. But the uses to which statistics are now being 

put and the demands being made of the offices producing them are in many ways very different 

from what they were before the onset of the pandemic. Policymakers, scientists and the public 

have needed information urgently to inform their rapid-response decisions related to the 

progress or impacts of the pandemic; and as such, they may find themselves placing greater 

value on the timeliness of statistics to fulfil these urgent needs, potentially placing less emphasis 

on precision and level of detail, often touted as the ‘gold standard’ for official statistics.  

 Many NSOs were already starting to assess the value of their outputs prior to the Covid-19 

pandemic, responding to the proliferation of statistical products that have become available in 

the marketplace. Today, however, we are witnessing how the perception of value changes in 

line with circumstances and the needs of the user or customer, making it clearer than ever that 

these value assessments need to be regular and ongoing, not one-time-only evaluations. 

 For example, with the onset of the pandemic, governments were confronted with very different 

data needs to support their pandemic response planning. GDP metrics are of course still 

required to measure the economic impact, but a highly precise, quarterly product with a six 

month time lag is inadequate in circumstances such as lockdowns where changes are large, 

rapid and subject to major short term fluctuations. Instead, 'flash GDP’-type products have 

evolved. These products feature much higher frequency and timeliness than traditional 
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measures. Whilst these products diverge somewhat from the traditional value model of official 

statistics, they respond directly to customer needs (and their perception of value) for dynamic 

decision-making.  

 A further example of the way that the constituent aspects of the value of statistics have 

changed, is the way in which demand shifted towards compact, ‘pre-digested’ statistics. 

Products that were easy to interpret, based on dashboards, visualizations, storytelling and 

simple graphics with clear tag-lines gained prominence. This corresponded both to increasing 

diversity of users (with more non-expert and less statistically literate users among them), and a 

need for more rapid processing even among more expert users such as journalists and civil 

servants who are used to working with numbers but lack the time to process them themselves. 

Many NSOs introduced their own national Covid dashboards or portals2, and Eurostat 

developed the European Recovery Dashboard, which was launched in December 2020.  

 In almost direct contrast to this heightened value of aiding user interpretation through 

increased pre-processing, a parallel shift took place. For some users, the availability of detailed, 

transparent, verifiable metadata was what gave official statistics the most value in the early 

days of the pandemic. For many, the special value of official statistics as compared to other 

sources derived from the ability to check sources, understand concepts and definitions, 

investigate the reasons for differences in mortality as measured in different ways and the 

reasons for certain peaks or troughs in infection rates, unemployment rates, testing frequency 

etc. 

 A final major shift in the value of official statistics — understood as an industry, system or NSO 

rather than in terms of individual statistical products or services — brought about by the 

pandemic is the greatly increased importance of official statistics’ role in safeguarding correct 

and fair use of statistical information. The role of chief statisticians, chief economists and 

statistical regulatory bodies in calling out deliberate or accidental misuse has always been a 

unique selling point of official statistics. The rise of Covid-related misinformation, combined 

with widespread mistrust of governments and politicization of Covid response policies, led NSOs 

right into the spotlight as ‘custodians of statistical facts’. Extra efforts have had to be employed 

to ensure public understanding of the political independence of NSOs. From the point of view 

of a member of the public looking on as politicians debate their points using statistics, the 

knowledge that the figures being cited are produced independently from those citing them, and 

the knowledge that egregious misuse of statistics will be publicly called out, is likely to be more 

valuable than ever. 

 Such shifts in customers’ assessments of the value of various aspects of statistics are triggered 

by specific situations which are unique in time and place. These shifts can, and must, lead to 

concomitant shifts in the focus of NSOs to ensure their work continues to be valuable. The 

landscape is complicated by the fact that different customer segments have different criteria, 

as well as different degrees of ‘negotiating power’ or influence over what kinds of statistics get 

produced as well as how, when and in what format they are published. The consequences of 

not fulfilling a customer group’s needs also varies from group to group. Hence, during the 

pandemic, the imperative to adjust outputs to the immediate needs of government health 

policy might have been particularly strong. The specific changes identified might well be short 

term. Some of the new users may indeed gradually move back to being non-users or passive 

users, while the regular and expert users may eventually return to a situation where they are 

 
2 For example, Poland, Ireland and the Netherlands, OECD, among many others. 

https://ec.europa.eu/eurostat/cache/recovery-dashboard/
https://unitednations.sharepoint.com/sites/ECE_SD/Shared%20Documents/CES/Value/TF%20testing%20framework/GUS%20-%20Dashboard%20gospodarczy%20(stat.gov.pl)
https://www.cso.ie/en/releasesandpublications/ep/p-covid19/covid-19informationhub/
https://www.cbs.nl/en-gb/dossier/coronavirus-crisis-cbs-figures
https://www.oecd.org/coronavirus/en/recovery-dashboard
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more interested in the degree of detail and accuracy than in how rapidly they can obtain 

preliminary figures. But what will remain as a permanent impact on official statistics is the 

realization that what makes statistics valuable is neither immutable nor universal. Statisticians 

are eager to measure the ‘quality’ of their products but (as discussed in section 2.3.3), quality 

as understood by statisticians is not a synonym for value.  

2.3 Delimiting concepts 

 Statisticians know well that conceptual clarity is key to producing meaningful, comparable and 

interpretable measurements. This is especially true for terms originating in everyday language 

and now used in a specialized context, as in the case of the word ‘value’. Hence rather than 

assume a common understanding of the concepts that will serve as building blocks, the 

following sections aim to establish the terminology of this report.  

 The discussion differentiates what value is from what it is not; reflects on the characteristics 

that differentiate official statistics from other statistics; and explores the actors that make 

today’s data market so sharply competitive. The chapter aims to clear a path towards the 

factors that determine the elements of value, which NSOs can measure and set as targets for 

themselves.  

2.3.1 Value  

 The word value can be understood in many ways, and has been unpacked and defined in a 

variety of schools of thought, as illustrated in Figure 1, a concept diagram developed by the 

Task Force to map out the principal strands of thinking. While no attempt is made here to detail 

all of these approaches in an exhaustive manner, it is important to note that (as the diagram 

illustrates) there is a major bifurcation between production-based and consumer-based 

understandings of value. A production-based understanding of value is associated with the 

scarcity or abundance of a product (a good or service). This gives rise to the exchange or market 

value, i.e. the price, of that product. When used in this way, the word ‘value’ refers to something 

objective, determined by the market. A consumer-based understanding of value, in contrast, is 

associated with cultural traditions, human emotions and memories, and is therefore subjective 

and variable. Value understood in this way is not an intrinsic quality of any one thing: it is 

subjective, always perceived by someone within a context. Since official statistics are not a 

simple market good, their value cannot be understood by an objective consideration of price, 

but rather must be examined through the second, consumer-based lens. As the preceding Task 

Force on the Value of Official Statistics stated, it is rare for a product or service to be timelessly 

valuable. Therefore, value is a dynamic quality that has to be assessed and re-built continuously 

(UNECE 2018).  

 Terminologically speaking, value is what is known as a fuzzy concept. As such, it is first necessary 

to specify a determined context for what is meant by value, and then identify its component 

elements before measuring them. The present context is an assessment of the value of official 

statistics, from the perspective of users, for the demonstration and enhancement of that value 

by NSOs. The elements of value are determined by the qualities that users seek in statistics to 

inform their decision-making. 
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Figure 1: a conceptual map of value within different schools of thought 

 

[n.b. the final version of this diagram will have clickable links in which explanatory caption texts will 

appear as popups when the reader clicks any items in the diagram. For the purposes of CES consultation 

prior to making the clickable diagram, these texts can be found at the end of the document as Annex 

5 ] 

2.3.2 Value and values 

 A major trend in current discussion among chief statisticians and other key players in official 

statistics at present is to refocus attention on, and reflect on the meaning of, the ‘core values 

of official statistics’. To a large extent these core values centre on the UN Fundamental 

Principles of Official Statistics, as well as the ways in which these are enacted by NSOs in their 

work.  

 There is a very important distinction to be made between the value perceived by users and 

these values that NSOs appraise in themselves as institutions and in their own products and 

services. They are intermingled concepts that have important points of interaction, but they are 

not fully interchangeable.  

 First, while the value of official statistics changes as decision-making users react to the world 

and as social conditions evolve, the core values are set in place, designed to remain stable above 

temporary circumstances (as are the Fundamental Principles: hence the use of the word 

‘fundamental’ to emphasize this continuity).  

https://unece.org/statistics/fundamental-principles-official-statistics
https://unece.org/statistics/fundamental-principles-official-statistics
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 Second, value, like beauty, is in the eye of the beholder. ‘Values’, on the other hand, are things 

that we hold dear to ourselves, that shape our attitudes, motivate us, determine our priorities 

and guide our behaviours. For official statistics, these core values shape the way we see 

ourselves and the way we would like others to see us. 

 A person’s own deeply-held values may or may not align with what others find valuable in that 

same person, however. For example, someone might consider honesty and integrity to be the 

things that drive them, but ask others ‘what do you value in this person?’ and they might say 

their efficiency or good humour. There is no contradiction, it is simply the case that the two 

words refer to different things. That said, the values might lead directly to, or play a role in 

creating, the value: the values of honesty and integrity may lead the person to work hard, 

resulting in the efficiency that others value. The same is true in official statistics: our core values 

underlie and motivate what we do, and, we hope, result in features of our work that society 

values. But we cannot assume that they are, or should be, the main or only things that society 

wants from us. 

 NSOs would dearly love for their core values to be known and understood by society at large. 

Efforts to better communicate the core values and the Fundamental Principles are ongoing both 

in the international statistical community and in individual countries. Underlying these efforts 

is an assumption that if they are known, then official statistics will be better appreciated, or 

valued.  

 But this assumption makes a logical leap that may not be entirely founded. Just because 

someone understands your values and what drives you, this does not mean that they will 

necessarily share your view. It might influence their perception of you, but it might not. Indeed, 

it might even have a negative influence. When we learn a person’s motivation for their 

behaviour in daily life, this might lead us to hold this person in higher regard, or quite the 

opposite, depending on our own point of view. By the same token, simply ensuring that the 

core values and Fundamental Principles driving official statisticians are widely known, laudable 

as this goal is, is not enough. The present Task Force argues that communicating the values and 

how they add value is essential, as we cannot assume that this latter part will simply be deduced 

by society. And to do this, we must find out—from members of society—what constitutes the 

value of official statistics and hence how our work adds to it. This latter step is not something 

we can do alone. Introspection will get us so far, allowing us to examine our own beliefs and 

the central tenets upon which we have built our work, but without also examining the views of 

those assigning value to our work these efforts may be in vain (for more on this, see section 

3.2). 

2.3.3 Value and quality 

 For the purposes of this work, value must also be distinguished from quality. The official 

statistics community prides itself on quality. Indeed, quality is often touted as the hallmark of 

official statistics, the thing that sets our industry apart from statistics and data obtained from 

other sources. What do we mean when we say that official statistics have, or strive to have, 

high quality?  

 The International Organization for Standardization’s (ISO) definition of quality is the “degree to 

which a set of inherent characteristics of an object fulfils requirements” (ISO 9000:2015). The 

UN Statistics Division (UNSD) (2019 p.7) puts this definition into more everyday language: 
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“Quality: …A simple definition is “fit for use” or “fit for purpose”. It is the users’ 

needs that define the quality. Different users may have different needs that must 

be balanced against each other.” 

 The United Nations Fundamental Principles of Official Statistics, developed in the UNECE region 

in 1992 and subsequently adopted as a global standard by the General Assembly, describe the 

core precepts that underpin all the work of national statistical systems: not only statistical 

products and services themselves but also the processes, perceptions, relationships with 

government and with stakeholders, and ethical standards.  

 Quality Assurance Frameworks (QAFs) and related guides on their application, such as the 

United Nations National Quality Assurance Frameworks Manual for Official Statistics and the 

Quality Assurance Framework of the European Statistical System and various national and 

international adaptations of these3, are very closely linked to the UN Fundamental Principles. 

They operationalize quality as defined above in terms of a set of criteria or dimensions, grouped 

into those which refer to the institutional environment, those related to the statistical 

production process, and those which are concerned with the statistical outputs themselves. 

While the specific dimensions included in these frameworks can differ slightly across different 

countries, organizations, data types and product types, in general they comprise the following 

(UNSD 2019 pp.7-8): 

• Relevance: the extent to which the statistics satisfy the needs of the users. 

• Accuracy: the closeness of estimates to the exact or true values that the statistics were 

intended to measure. 

• Reliability: the closeness of the initially estimated value(s) to the subsequent estimated 

value(s) if preliminary figures are disseminated. 

• Timeliness: the length of time between the end of a reference period (or date) and the 

dissemination of the statistics. 

• Punctuality: the time lag between the release date and the target date by which the data 

or statistics should have been delivered. 

• Accessibility: the ease and conditions with which statistical information can be obtained. 

• Clarity: the availability of appropriate documentation relating to the statistics and the 

additional assistance that producers make available to users. 

• Coherence: the ability to reliably combine statistics and data sets in different ways and 

for various uses. Consistency is often used as a synonym for coherence. 

• Comparability: the extent to which differences in statistics from different geographical 

areas, non-geographical domains, or over time, can be attributed to differences between 

the true values of the statistics. 

 It is possible, then, to use these standardized QAFs to assess the quality of anything an NSO 

does, ranging from an individual statistical product up to a statistical system as a whole. 

 
3 e.g. Statistics Canada, Statistics Sweden, IMF, OECD. 

http://unece.org/stats/fps
https://unstats.un.org/unsd/methodology/dataquality/references/1902216-UNNQAFManual-WEB.pdf
https://ec.europa.eu/eurostat/documents/64157/4392716/ESS-QAF-V1-2final.pdf/bbf5970c-1adf-46c8-afc3-58ce177a0646
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 So why not just rely on these frameworks? Why do we also need a framework to measure 

value? The simple answer is that quality and value are not synonyms. 

The difference between quality and value 

 The two terms, and the concepts they imply, are of course very closely interlinked and 

significantly overlapping. Parts of the two concepts, and their component elements, are at times 

even identical. Adding to the complexity of untangling the two concepts is that the extent to 

which they overlap differs according to the specific user and use. 

 The principal difference between quality and value is the perspective from which they are 

construed. Statistical quality is, at its core, a concept designed for the statistical office in order 

to monitor and assure the standards of the work they conduct and the products they 

disseminate. As such, even though the definition of quality given above is ‘fitness for purpose’, 

a large majority of its dimensions can be understood and even measured without reference to 

the user and without recourse to investigations of users’ perspectives. Of the nine quality 

dimensions in the UNSD framework, only one, relevance, absolutely necessitates explicit 

reference to the user and their intended use (a second, accessibility, can be interpreted in terms 

that depend on characteristics of the user such as their degree of statistical literacy or on 

physical and mental capacities). This means that with the exception of the relevance dimension, 

quality assessments can be prepared on the basis of largely internal exercises.  

 In contrast, value, as understood by this Task Force, is intended to be entirely customer-defined: 

very similar, in fact, to the relevance dimension of quality, but also comprising other, broader 

aspects (see Chapter 3 for a discussion of these aspects). A framework for measuring that value 

may comprise elements that are quantifiable internally (everything from download numbers to 

customer service response times to timeliness of releases), but only a user can say whether 

these elements are actually components of value for them. Quality, in essence, is the ‘degree 

of excellence’, while value is the subjective assessment of that quality that makes something 

desirable. 

 An example can help to illustrate this difference. A child has a favourite soft toy. It is a rather 

poorly-made, cross-eyed, second-hand teddy bear. Whatever realistic criteria one might use to 

define the ‘quality’ of a soft toy, this toy does not meet many of them. But it is certainly of high 

value to the child. She loves it. The softest, handsomest, most well-stitched teddy bear with a 

silk bow around its neck would never meet her criteria for a valuable teddy bear. So it is with 

quality and value. For some children, the criteria will align entirely: some will love the ‘perfect’ 

silk-bowed bear. For others, the criteria will intersect, with certain being features of both quality 

and value (softness, for example, might make bears both higher quality and more valuable for 

many children). But for others—such as this child—the criteria she uses to decide that her teddy 

is valuable have next to nothing in common with those we might use to say that it is high quality. 

And we have no right or power to suggest that her criteria are ‘wrong’, that she should change 

her mind, nor should we have any interest in doing so. We can communicate quality, but we 

cannot make users value it. 

So which matters? 

 Quality frameworks are designed to ensure that the statistics produced by NSOs are good, or 

‘high quality’. They have a clear and obvious purpose and the work of this Task Force does not 

in any way intend to detract from the concept of quality, or from well-established procedures 

to define, assess and improve it. But quality is not a substitute for value. Both need to be 
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measured, for different reasons. We measure quality to ensure that we are producing the best 

statistics we can, and we measure value to ensure we are doing what people want. A 

restaurant producing excellent haute cuisine will not do well in a town where most people want 

fast food. The successful restaurateur conducts market research to determine the wishes of 

their potential customers, and so must NSOs. 

2.3.4 Official and non-official statistics  

 With today’s overabundance of data, NSOs may be gradually shifting towards a role that 

includes curation of data in addition to their existing role and creators of data. They are widely 

trusted by decision-makers and the public as a source of carefully selected information, 

processed to comply with the highest standards. Numerous systems are in place to safeguard 

the curation process and therefore the trust placed in the outputs of NSOs, particularly where 

it concerns official statistics. These structures ensure the credibility and impartiality of official 

statistics, whereas other products may be of varying quality and subject to external influences 

and interests.  

 In the context of this report, ‘official statistics’ refers to the complete catalogue of statistical 

products (supported by services in some cases) offered by NSOs and the organizations of their 

national statistical systems. The criteria for official statistical authorities and their products are 

stipulated in national laws and international guidelines, such as the United Nations 

Fundamental Principles of Official Statistics, or in the case of European Union Member States, 

the European Code of Practice. The main common criteria are:  

• Official statistics are founded on legal mandates for NSOs and the national statistical 

system, who are helped in their tasks by established quality frameworks and guidelines 

for best practices.  

• Official statistics are publicly available.  

• The methodology and interpretation of data are non-partisan, objective and transparent.  

 Official statistics stand apart from any other statistics in the market by virtue of being a public 

good founded upon these criteria. The benefits and conditions that NSOs retain for the 

production of official statistics do not apply to any other private statistical providers. Among 

these feature the scope of official statistics, mandated by law at national level. The state-

funding of NSOs also means that they have the resources to conduct useful research. On the 

other hand, the obligations of NSOs to carry out statistical work on all relevant sectors do not 

allow them to specialize in the same way that private statistical providers can. Additionally, 

regulations surrounding data confidentiality have different applications in the public and 

private spheres, meaning companies may publish some data more readily.  

 There may be some overlaps in the content and methodology of official and privately-produced 

statistics. However, users do not turn to NSOs only for specific products for which competitors 

offer no alternatives: they assess the value of official and non-official statistics for their own 

purposes and make a choice suitable for themselves.  

 The concrete reasons behind a user’s preference of a product of official statistics over non-

official statistics – or vice versa – is known only to the user, which is why it is essential for NSOs 

to intensify their dialogues with users of all levels. Here it is important to keep in mind that the 
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ability of diverse user groups to articulate their criteria and their data needs may be varied, and 

thus challenging to pin down. Nevertheless, NSOs should not presume to know pre-emptively 

how and where users perceive value in statistics. Only users can answer this.  

 NSOs should also understand that official statistics are not indispensable to all users at all times. 

Competitors will surge where there are gaps of information, but based on assessments of value, 

it may not be necessary for NSOs to attempt to fill in such gaps. More importantly, they cannot 

cater to every single arising statistical need.  

 As NSOs step more into a data stewardship role and expand their ability to influence their data 

ecosystems4, they will be better prepared if they have a concrete understanding of where 

official statistics deliver value. Re-thinking this role in an increasingly commercialized sector is 

a challenge, but remaining static in such a volatile environment would risk erosion of the public 

perception of value of official statistics compared to the wider data market. Any perceived 

disparity may also increase the level of scrutiny on the value delivered by NSOs through official 

statistics.  

2.3.5 The lifecycle of statistics 

 There is an established tool for the analysis of the lifecycle of products5. It is focused on the 

strategic choices and actions of businesses as they attempt to best position their products in 

the market while gaining an understanding of the changes in the behaviour of other industry 

players during the lifecycle phases of their products. Such an analysis is also applicable to official 

statistics in the data market  

 The general stages of a product lifecycle are: introduction, growth, maturity and decline. The 

introduction phase is characterized by fewer industry players and inconsistent quality in an 

innovative product. With increased growth, new players emerge in the market while the quality 

and design of the product improve; when maturity is reached only a few larger players remain 

and the standardization of products take place. Finally, the stage of decline is characterized by 

a falling demand, with less emphasis in the differences of the products, but more on brand 

loyalty.  

 NSOs should remain aware of their position vis-à-vis other providers in the data market and 

consider how these market shifts may impact their role and the value they offer in the future. 

The stages above can also be observed in the supply and demand of statistics. However, a 

difference between any other products and statistics is that, in the case of the latter, the 

usability of the data upon which statistics are built is time sensitive. Data may peak in 

importance at a given moment and later will either lose or gain relevance by facilitating tracking 

points over time. Moreover, official statistics are often revised as a solution to improve accuracy 

without compromising the timeliness desired by users. This way, the stages of the lifecycle of 

statistics reinforce the earlier characterization of value as dynamic. 

 
4 https://unece.org/statistics/documents/2021/05/working-documents/how-national-statistical-systems-
adhere-core-values [accessed on 25 June 2021]  
5 https://kfknowledgebank.kaplan.co.uk/business-strategy/strategic-analysis/product-lifecycle-analysis 
[accessed on 5 August 2021] 

https://unece.org/statistics/documents/2021/05/working-documents/how-national-statistical-systems-adhere-core-values
https://unece.org/statistics/documents/2021/05/working-documents/how-national-statistical-systems-adhere-core-values
https://kfknowledgebank.kaplan.co.uk/business-strategy/strategic-analysis/product-lifecycle-analysis
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2.3.6 Actors in the statistics market  

 Before embarking on modes for the measurement of official statistics, it is important to 

understand the role of the most relevant stakeholders involved in the supply, production, 

consumption and multiplication of statistics. The following list describes their relationship to 

official statistics through the lens of value.  

• Users . as consumers of statistics, are at the core of the activity of national statistical systems. 

In their capacity, they ultimately decide which products better suit their purposes, and are 

therefore the most valuable to them. As a very diverse group, users carry different weight and 

significance to national statistical systems. Users can also be classified based on sectoral, 

demographic, decision-making or (statistical) literacy levels, among other features. They are 

the determining factor on whether the production of a statistical products is worth it,  as they 

decide whether it is worth it for them to make the effort of using statistical products for 

meaningful decisions in their spheres of influence.  

• Non-users or passive users. They can also be regarded as potential users, which makes them 

a group of high interest to NSOs for further research. Some non-users or passive users are not 

active stakeholders in official statistics, but they are affected by decisions that other users 

make based on statistics. Other non-users might be actively engaged as stakeholders (e.g. as 

survey participants, members of census focus groups, etc.), but still do not actually use the 

statistics themselves. 

• National statistical systems. The structure of NSSs are varied, and their position in the 

centralized to decentralized continuum is dependent on the national institutional context. 

NSSs can entail a large number of authorities or institutions, each authorized by law to collect 

data for official purposes. NSSs approach value from a production (as opposed to 

consumption) perspective, and therefore place great emphasis on standards and guidelines.  

• Data providers. The persons or entities providing data in response to direct data collection. 

They are the traditional source of official statistics – although waning in magnitude as other 

methods of data collection emerge and become popular. Data providers value the data they 

transmit to the statistical system as raw material for the statistical process. Their task can 

require significant efforts in time and capacity, and this burden cannot be neglected by NSSs.  

• Private data holders. They are relatively new entrants in the data market and own datasets 

in an extensive range of topics. In many countries, they are considered in the group of 

competitors of NSOs. For private data holders, such data sources may also offer a different 

lens on the value of statistics and the monetization of data as a source of revenue and 

competitive advantage.  

• Information multipliers. A group comprised by media, educational institutions, libraries and 

other entities that support the dissemination activities of statistical systems. Also worth 

noting that they can also be intermediaries or stats propagators who share statistics publicly 

in their own right  

• Governments and budget offices. Governmental organizations, including public 

administration, can be regarded as an exceptionally important user group. However, they also 

make decisions on the resources allocated to NSSs. From the perspective of budget offices 
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and their equivalents, the value of statistics lies in monetary efficiency and financial 

transparency.  

• International statistical organizations. They are statistical divisions or directorates of 

intergovernmental organizations to which national statistical systems transmit their official 

data, and through which standards and best practices are developed. Like national statistical 

offices, their approach to value is through the perspective of production.  

 As shown, the production of relevant, high quality statistics involves the direct or indirect 

participation of many different actors who approach value from a perspective of either 

production or consumption. These are not clear-cut categories: for example, data providers 

may also be users. Governments may decide on the budgets of NSOs, but they are also a very 

important user group. There are also other overlaps between academia and businesses, or 

private persons and civil organizations. Regardless of the precise categorization, users’ 

perception of value depends on their needs and whether they are being met.  

 It is well understood that official statistics are not meant to stay within the walls of NSOs: the 

statistical process is only completed when users refer to them to learn and make evidence-

based decisions. This is the reason why this report argues, as will be seen in the next chapter, 

for a shift in the mindset of NSOs to understand that a consumer-based approach to value is 

fundamental. Among the actors in the statistics market, users are at the centre and all other 

actors face them.  

2.4 Conclusion  

 In belonging to the public sector, NSOs have grown accustomed to thinking of users in terms of 

entities or citizens classified into segments to reflect their use of official statistics. In doing so, 

they should not lose sight of users also being customers and consumers in a wider data market, 

whose behaviour is shaped by their perception of the value of all the statistical goods and 

services they encounter.  

 In the private sector, value is at the centre of transactions. Monetary gauges, in the form of 

prices, revenues and willingness to pay, are readily available and routinely used to calculate 

targets and movements in the market. For private companies, therefore, it is easy to see how 

price can usually be thought of as an excellent proxy for value. This is the origin of ‘production-

based’ understandings of value. 

 Any attempt among NSOs to quantify the value of their products and services in terms of solely 

money can, however, never be simple or self-evident, nor can such a measurement hope to 

encompass the full impact of official statistics on society. Nevertheless, it would be greatly 

beneficial for both NSOs and the public to have the ability to refer directly to that impact as part 

of a dialogue on the role of official statistics and the wider national statistical systems in 

responding to present-day circumstances, such as the Covid-19 pandemic, and other situations 

that can be expected in the future. As the data landscape continues to expand and NSOs evolve 

into a role as data stewards in an increasingly commercialized sector, they will be favoured by 

their ability to demonstrate the value delivered to users through their products and services. 
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 Recognizing the wide variety of concepts encompassed by the word ‘value’, as was illustrated 

above in Error! Reference source not found., is key to realizing that NSOs do not have a simple t

ask ahead of them if they wish to measure the ‘value of official statistics’.



 

Chapter 3. Daring to be different: a new proposal for 
understanding value 

3.1 Introduction 

 The preceding chapter made the case that NSOs must strive to understand and quantify value, 

not only quality; and that they should do so in a way that recognizes that value is determined 

by the user, unique to each user and use, and not necessarily or perfectly aligned with what we 

as statistical producers think are or should be the most valuable features of our work. 

 But if value consists of different criteria and components for each ‘valuer’, how can we hope to 

measure it? Before moving on to discussion of a measurement framework per se in Chapter 4, 

this chapter proposes a model to help understand the space which these varying criteria and 

components occupy.  

3.2 Value from a customer perspective 

 In the official statistical community, the most common term for those who access our products 

and services is ‘user’. But we must remember that users, and all members of society, are also 

customers whether that be as a direct user or as a non-passive user or beneficiary. Indeed, the 

ISO defines the word ‘customer’ to encompass other terms such as consumer, client, end-user, 

beneficiary, etc. (ISO 9000:2015). Customers get to choose what they want to consume; and if 

one provider does not fulfil that wish, they are free to look elsewhere. 

 Customers come in all shapes and sizes: agencies, organizations, individual citizens and 

everything in between. On the surface, these customer segments are very different. However, 

what they have in common is that they all determine value based upon their internal 

perceptions: perceptions of their needs, perceptions of the product, perceptions of the 

provider, and perceptions of how these aspects are interlinked. It is these customer-held 

perceptions of value that shape and influence their choices regarding which products and 

services they will use (if any) and when, including the selection of data sources.  

 For a long time, much of the focus of NSOs’ efforts to assess their own work has been centred 

on assessing characteristics of the products and services themselves—whether they are 

released according to schedule, whether they are accompanied by comprehensive metadata, 

whether they were produced in accordance with the latest international standards, the size of 

their confidence intervals, their completeness, the time lag between collection and release, etc. 

That these are the things that are valued by customers has been taken as given. Until recently, 

little has been said about whether things other than the characteristics of the statistics 

themselves play a part in customer-defined value.  

 This has begun to be rectified with discussions at the international level about the 

trustworthiness of official statistics – as an entity or an endeavour, rather than in reference to 

individual statistics – as one of its defining features. Even so, however, while much has been 

said about the importance of demonstrating trustworthiness and maintaining trust, how to 

measure it, and how to achieve and safeguard it, much less has been said about how far 
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customers truly do put trustworthiness at the core of how they determine value, and how we 

know this. 

 The solution may then seem obvious. Let us simply ask customers what they value in official 

statistics. Let us ask them if they care about trust, ask them which of the quality dimensions are 

most important to them, and ask them what they think about our organizations. 

 In fact it is not so simple, since we cannot expect all customers to be conscious of or able to put 

into words what it is that makes official statistics valuable (or not) to them, just as market 

researchers cannot expect customers to be able to articulate directly the range of criteria they 

apply, or the relative weights they assign to these criteria, when choosing a car, a pair of jeans 

or a brand of cookies.  

 The decision on what is valuable still needs to be made by the customer. The DARE model 

proposed below suggests that thinking of value along four interlinked dimensions is a first step 

towards being able to elicit the value criteria that our customers apply. Customer-perceived 

value will differ across customers and product segments as the criteria they apply differ, but all 

will fall somewhere within the space identified. Direct research with users is needed using the 

DARE model as a lens to inform decisions in order to be customer centric.  

3.3 The DARE Model 

 The DARE model builds on the framework that was developed by Stats NZ (2018-19) that 

explored the nature of value determination of four attribute types that customers frequently 

consider when making a value-based usage decision. Collectively, these four attributes offered 

a set of lenses through which to contextualize the customer perspective of value for a given 

product or service.  

 Using this model as a starting point, this Task Force defined a model in which the four attributes 

are clearly and deliberately distinguished from quality dimensions and from terms which have 

an accepted specific usage in statistics (terms such as relevance, reliability and accessibility, 

which feature in the original model). The model is illustrated in Figure 2. The single-word 

descriptors shown in the figure are complemented by statements to further explain what each 

dimension means. 

 The dimensions are wide, and overlapping. Their broadness reflects the fact there are many 

possible value criteria within any given dimension. Within ‘ease of use’, a school student might 

value easy website navigation, while a civil society activist might value clearly explained 

visualizations. Within ‘relationship’, some may find rapid customer service responses to be 

valuable while others are impressed by outreach sessions on planned census dissemination 

products. Dimensions may overlap, for instance where the extent to which a statistical product 

meets a user’s needs (applicability) is seen by that user as resulting from effective NSO-

stakeholder consultation (relationship). The relationship of these dimensions to the dimensions 

of a typical quality framework is not clear-cut. ‘Ease of use’ and ‘Applicable’ certainly encompass 

some of the standard quality dimensions (relevance, accuracy, clarity, accessibility, for 

example). ‘Dependable’ also requires some degree of accuracy and punctuality. But it is not 

possible to neatly slot quality dimensions into the DARE quadrants, since, as explained in section 

00, quality and value are not synonyms. 
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 The DARE model is not, in itself, a measurement framework. It does not offer indicators, or 

scales. Instead, its function is in allowing an organization to have a structured and considered 

conversation about the value that a given product, or indeed the office as a whole, is offering.  

 To do this, consideration should be given to each of the four attributes for a product relative to 

the customers’ preferences. Different customer types may have a different value profile. That 

is, not only do the specific criteria within each dimension differ, but the relative weight assigned 

to each of the four dimensions can vary. For example, a corporate customer might attach more 

value to product dependability rather than the relationship, whereas an ordinary citizen might 

favour ease of use. 

 Nevertheless, in principle, maximum value is delivered where all four attributes are present; 

the absence of anyone, or more, dimensions might be an indication that something is lacking in 

the value proposition. For this reason the DARE model can be illustrated as jigsaw puzzle (see 

Figure 2), where all of the pieces are required to complete the overall picture. Agencies must 

therefore consider how best to address these areas in a manner that recognizes that they are 

not mutually exclusive, but rather intrinsically interlinked and requiring holistic consideration. 

The reality is that true value is achieved where the product profile matches the customer 

profile.  

Figure 2: DARE – Jigsaw of the four attributes of value   

 

3.1.1 Using the DARE Model 

 The DARE model is offered as a tool through which to consider customer value when designing 

or evaluating a product or a service with respect to a given customer segment. Quantitative 

indicators of value (by whatever means they are developed—see Chapter 4 and Chapter 5) can 

be situated within the four dimensions. This will shine a light on the role of each of the four 

attributes in characterizing a given product or service: a ‘value profile’. By reconciling this profile 

against the known customer preferences, organizations can understand where their products 

offer the most and least value relative to each customer type.  
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 In this manner, the DARE model can be an effective tool to identify areas where the value 

proposition can be improved. This means that organizations can make informed investment 

decisions based upon what is truly adding value to their customers. 

3.4 Conclusion 

 Recognizing, explicitly that users (and non-users and passive users) are customers can help to 

focus effort on fulfilling their needs. The customer-centric perspective afforded by the DARE 

model can help us to look beyond features of our products and services alone, to encompass 

also the relationships that are important in determining value. The four overlapping dimensions 

can help us to map out the diverse criteria for value that customers may apply, and that may 

be fulfilled to different degrees by different products and services as they relate to specific users 

or user groups. Viewed through this lens, it becomes clear that ‘a measurement framework for 

measuring the value of official statistics’ must be something flexible, wide-ranging, outward-

looking and inclusive of subjective perspectives .



 

Chapter 4. Reviewing the measurement framework  

4.1 Introduction 

 The principal activity assigned to the Task Force according to its terms of reference was to 

review the proposed indicators of value included in the 2018 framework, assess their suitability 

as measures of value, and provide refined guidance on producing, interpreting and using them. 

An explanation of how this work was undertaken and the detailed results are included as a 

technical annex (Annex 2).  

 The review began with collecting information from participating countries using a template 

which was collectively developed by the Task Force. This exercise involved a wide consultation 

of many staff across a range of departments, asking countries to report on which of the 

‘objective’, ‘subjective’ and ‘monetary’ measures proposed in the framework (including some 

additional ones brainstormed by the group) they currently produce, why, and how. Completed 

templates from 18 countries and organizations provided a rich source of information. The 

findings were analyzed to determine whether each measure offers potential as an indicator of 

value. 

4.2 Guiding principles for refining the measurement framework 

 In reaching their decisions on measures to be retained in the framework, the Task Force was 

guided by the following principles: 

• Measures should be clearly indicative of the value of official statistics. As discussed in 

section 2.3.3, this is not simply a synonym of quality. Therefore, even though a measure may 

very obviously be a good measure of statistical quality or of adherence to core precepts of 

official statistics, this does not necessarily mean that it merits inclusion in a framework for 

measuring value  

• Measures should be (at least theoretically) quantitative and have a monotonic relationship 

with the aspect of value being measured. That is, a greater measurement indicates more 

value and a lower measurement indicates less value, even if the relationship is not necessarily 

linear. 

• Measures should lend themselves to the formulation of actionable targets, i.e. it should be 

evident what a ‘good’ level of the indicator would look like, and it should be possible to 

envisage how an NSO could take action to harness the information gleaned by producing the 

measure, to inform some action or behaviour that could alter the level of the measure (that 

is, that could improve the aspect of value being measured). Measuring something which is 

entirely externally caused may be of interest for various reasons (and may have important 

uses for the business operations of the NSO) but it would not permit any action to improve 

the value of official statistics based on the measurement. 

• The potential unintended consequences of producing a measure should be considered. The 

act of measuring anything is never neutral. By measuring something we imply that we find it 
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important, and whether deliberately or not we may turn it into a goal or target, which can 

affect the behaviour of those whose actions contribute to the thing being measured6. 

 Measures identified by many countries as long-standing key performance indicators are 

evidently considered important and are therefore typically maintained in the framework. 

 As well as categorizing the measures in the framework into those that are retained and 

proposed measures of value versus those that are not recommended, the Task Force also 

attempted to distinguish between measures that are grounded in a production-based 

conceptualization of value and those grounded in a consumer-based conceptualization of value. 

While this distinction is by no means clear-cut (some fall into both categories, and for some the 

categorization is unclear), this undertaking does go some way towards framing the selection of 

measures of value in a way that could help NSOs to reflect on the basis for their selection of 

measures. Figure 3 illustrates an initial attempt to show  such categorization (with those 

highlighted in green as production-based, those highlighted in blue as consumer-based or a 

combination of both). 

 It is important to note the choice of terminology used for the selection of indicators below. It 

was decided not to use the term ‘recommend’ for potential indicators, as it is difficult to 

recommend specific potential indicators as a means of measuring value across all national 

contexts. Rather, those retained as potential indicators of value serve as suggestions for areas 

that NSOs may wish to explore as they develop their country-specific strategic Results Map as 

described in the following chapter. Conversely, where measures are not retained in the 

framework when assessed according to the guiding principles detailed above, this should not 

be interpreted as “we do not recommend that NSOs produce this measure” but rather “we do 

not recommend, on balance, that NSOs include this measure in a framework for assessing the 

value of official statistics”.  

 The resulting list of retained indicators is not an exhaustive list of recommended indicators 

for measuring value. Far from it. The starting point for this exercise was simply the list of 

indicators contained in the earlier framework, which were reviewed and evaluated. The 

subsequent work of the group revealed that if a more targeted approach to measure 

development were used (see Chapter 5), entirely new and different measures may be proposed.  

 
6 It is essential to recognize that, even if an NSO has not explicitly framed a measure as a target, it may become 
one. Even if we say that it is ‘just a metric’, the act of measuring influences behaviour, ultimately impacting on 
the thing being measured. If a team is judged on a key performance indicator, they will strive to improve that 
indicator, perhaps even at the expense of other tasks. If an NSO decides to measure ‘value’ using a particular 
suite of indicators (and assuming that ‘increased value’ is the overall goal), then the collective efforts of the 
NSO will, rightly or wrongly, aim at enhancing those chosen indicators, perhaps letting other aspects of value 
that are not included in that suite fall by the wayside. For example, if ‘number of retweets of NSO’s Twitter 
posts’ is taken as a measure of user engagement, might this inadvertently induce social media managers to 
post more potentially popular material, maybe at the expense of more ‘serious’ statistical material that would 
better inform users but be less susceptible to being retweeted? And is this a good thing or a bad thing, or does 
it not matter? Another example: if error detection time is taken as a measure of accuracy, might this lead to 
statistical teams taking longer to check and release their figures, and in so doing reduce timeliness? This is not 
to say that this would be a bad thing—but simply that this possibility, or more generally the possibility that 
adopting a measure might influence behaviours, should be taken into account. 
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4.3 Overview of findings 

 A full explanation of how this work was undertaken and the detailed results are included as a 

technical annex (Annex 2).  

 The major findings of this work were: 

a. a large proportion of the indicators were not sufficiently developed to be able to ‘pilot 

test’ (at least not without first refining and developing them) 

b. many indicators, while being potentially useful for a range of purposes, could not be 

proposed as measures of the value of official statistics 

c. many indicators, even when they can be viewed as measures of value, are formulated 

from the point of view of the NSO and its production processes (‘production-based’ 

measures: see section 2.3.1). These may be of use to the organization for management 

and operational purposes, but they neglect or downplay the perspective of the 

customer.  

 Figure 3 shows the list of measures proposed as potential indicators of value, categorized both 

along the objective/subjective/monetary classification and according to whether they are 

principally production-based or consumer-based. Note this is not a list of measures that have 

been developed, tested and are now being recommended by the Taskforce to show value, this 

is a just a tentative list of measures drawn from the framework that the Taskforce had to review.  
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Figure 3: Tentative list of measures drawn from the proposed framework that offer some potential to 
show value,  indicated by whether they are production-based value  (shaded green), consumer-based 
value (shaded blue) or both. (shaded blue and green 

 

 

4.4 Countries’ experiences from efforts to measure value 

 A large number of case studies has been gathered from countries on one or more of the 

indicators included in the original proposed framework. It should be noted that initially case 

studies were sought which demonstrated the application of measures included in the original 

framework. However, as the preceding chapters show, many of these measures were found not 

to be clear metrics of value in the way that was intended. Nevertheless the case studies have 

still been included in this report since they offer an insight into NSOs’ experiences in their 

attempts to show value, whether successful or less so.  

 The full set of detailed case studies is included at the end of this document as Annex 3. This 

section reviews the key findings of some of these case studies as they relate to the aim of 

refining and developing the measurement framework.  

 Some case studies refer to indicators which do have potential as measures of value (either 

production-based or consumer-based), while others detail experience with measures which 

have not ultimately been retained (in figure 3) as potential measures of value.  
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 Of the 39 measures which have been tentatively retained from the original framework as having 

potential for measuring value (either production-based or consumer based), case studies have 

been gathered on all but eight measures. Further case studies are welcome and could be 

included in a final online version of this publication  

which the Taskforce is proposing,  as an ongoing resource, that should be maintained. To note, 

of the  retained measures (in figure 3) no  case studies were submitted on the eight below.:  

• Objective 

• Share of error-free statistical releases and quick correction of errors 

(Average delay in correction of errors in releases)  

• Subjective 

• Share of users whose information needs were met  

• Ease of locating data in database/data warehouse 

• Ease of extracting/downloading/manipulating/visualizing data from 

database/data warehouse  

• Ease of locating relevant metadata  

• Share of users who have heard of a specific product  

• Monetary  

• Impact assessment (and frameworks). 

4.4.1 Case studies of countries’ experiences with proposed ‘objective’ 

measures of value 

 Some of the case studies illustrate the ways in which NSOs have attempted to assess their 

adaptability and flexibility with respect to meeting changing user needs, including where those 

needs have been affected by the Covid-19 pandemic and the accompanying sharp surge in 

demand for timely and granular data. Case studies in these areas illustrate the ways that NSOs 

strive to monitor the value that their services and products offer, both in cases of well-

established user needs and during unexpected crises.  

• “Covid impacts web analytics” from Canada which provided insights into the increased 

interactions with their website during the pandemic and how COVID-19 products impacted 

the web traffic. Using this as a measure allowed for Web analytics to better understand 

user engagement and evaluate the reach, retention and effectiveness of website content.  

• “Measuring the impact of COVID-19 ONS publications” from the UK which undertook a 

review using their existing measures and other newly sourced metrics to assess the impact 

of covid-19 publications (which included 119 different outputs released between March 

2020 and June 2020). Part of that review was also to assess how well impact was measured. 

It found that quantifiable metrics were of little value and used for indication purposes 

rather than a measure of success or failure and not suitable for effective evaluation of 

output.  

• “Measuring value through website monitoring and evaluation in INEGI” from Mexico 

focused on four main indicators for their website: Accessibility: Ease of the user in terms of 

access and location of information of interest; Level of detail: Satisfaction with the level of 

disaggregation of the information obtained; Navigation: Satisfaction with navigation on the 

portal and Site Rating: Rating given to the INEGI Site on the Internet in general. Three 

sources of information: a permanent survey held on the website, a quarterly questionnaire 
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(to one in 5 users) and Google Analytics. Results were used to contribute to institutional 

strategic planning and to support design actions to improve the usability of the website.  

• “Communications and Covid-19: Assessing the impact of the ONS’s messages” from the UK 

provided insight into a ‘dashboard’ on communication, premised on media analysis, social 

media monitoring and website analytics which formed the basis of weekly and monthly 

evaluation of communication at ONS in response to the coronavirus pandemic. The 

dashboard used media monitoring tools, suited to tracking specific messaging and also used 

freely available analytical tools as well as paid-for services to gather data and monitor a 

rapidly changing situation. The key purpose of the dashboard was to enable action with 

timely insight, and to understand and demonstrate the impact of communications from a 

wide public audience (and therefore underline the value of ONS as a trusted and 

authoritative source of relevant information during the pandemic)..  

 “Internal dashboard tracking user activity” from Hungary uses an internal dashboard to provide 

concise and visual information with the purpose of supporting management decisions regarding 

the dissemination of statistical products with transparency on a quarterly basis. The Hungarian 

Central Statistical Office has taken this approach to measuring value, because in order to best 

fulfil users’ needs, it feels it necessary to understand who requests which data, how they use 

data, and how satisfied they are with the products and services provided by the office. One of 

the newly suggested measures put forward by the Task Force builds on the objective metrics 

above by tracking the ‘use’ of official data in online publications using Digital Object Identifiers 

(DOIs). These are already seen as an important factor in the academic and scientific world and 

are already used by some NSOs. The US and Canada shared their experience in case studies, 

and the UK has been exploring the potential of DOIs. 

• “Digital Object Identifiers: Assessing the impact of our long-form analysis”. DOIs are 

alphanumeric strings that can uniquely identify an article, document, or dataset and are 

commonplace in academia as a way of citing research and data. The U.S. Bureau of Labor 

Statistics (BLS) primary objective in using DOIs was to maintain publication’s ability to be 

indexed. and to help inform on the value of the articles published in the Monthly Labor 

Review( the BLS flagship publication, publishing long-form data analysis for over a century). 

Though BLS does collect basic web metric information on each article, DOIs provide an 

opportunity to delve further into the use of articles as well as glimpse who is using the 

research. Citations can help provide a much more in-depth look at measuring the value of 

long-form analysis than Google Analytics which can provide views and downloads are but 

these measures are incomplete. Citations help show  how many customers are citing the 

research and  put a name to those  using the  information.. This type of information could 

help construct more qualitative measures around the citation.  

• “Canada: Exploration of Digital Object Identifiers (DOIs) to monitor use and impact of 

official data in online publications” - This feature was introduced to Statistics Canada’s web 

products in 2019 and. appears as an alphanumeric string of characters that acts as an active 

link to the original digital object. It provides a way to cite a digital reference. It also allows 

the organization that owns the DOI to retrieve metrics on the number of times the DOI was 

used/cited. Still at the experimental stage, Statistics Canada does not currently use this 

indicator in any of its official reports.  

• Although the DOI process is easy to use, it is still in its infancy, as such it does not yet have 

widespread acceptance as an instrument to cite. There are limitations in its scope as a 
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potential for use as an indicator. Though, it shows potential for insight into the breadth and 

depth of the use of products in academic and scientific journals and allow tracking of the 

continued use of statistical products over time.  

• “Recognizing and considering the value of DOIs for measuring impact”. The idea of using 

DOIs on outputs is also being explored at the ONS. Beginning with a pilot looking for the 

uptake of DOIs for digital publishing and the Secure Research Service looking at 

implementing to track outputs of technical users.  

  Other case studies illustrating experience with measures included in Figure 3 include those 

dealing with accuracy, timeliness, reliability, transparency and punctuality. 

• “Accuracy and reliability metrics, impact evaluation: Informing users of the accuracy and 

relevance of statistical data during a pandemic”. The U.S. Bureau of Labor Statistics (BLS)  

looked at  the link between value and the needs of users. It reported on how the COVID-19 

pandemic led to widespread changes in their standard practices in their surveys. This 

included recognising methodological challenges with changes to data collection modes and 

the introduction of new data sources in preparation for an anticipated decline in response 

rates. In recognition of potential issues on impact on accuracy, comparability and for 

relevancy and transparency for users’, in April 2020, the BLS standardized a set of accuracy 

and reliability metrics to compare all major data releases from May’ 2020 to pre pandemic.  

• “Punctuality of statistical releases in INEGI”. Mexico developed a series of indicators as part 

of the Institute's quality program that make it possible to monitor compliance with the 

quality principles established by the Quality Assurance Committee 

• “Official Statistics Mentions in UK Parliament”. The UK has provided insight into some of 

the impact that official statistics has on debates in the UK Parliament in the House of 

Commons and the devolved nations. By measuring the number of mentions, by implication, 

the measure shows how often official statistics are used in order to bolster arguments for 

and against policy.  

• “Measuring value through the number of agreements to use microdata for research” 

Armenia is currently using the use of microdata by researchers as a key performance 

indicator (https://www.armstat.am/file/doc/99523493.pdf). The measure facilitates the 

user-producer communication and users feedback, and helps to more effectively address 

users (researchers) demand and promote data use and analysis 

• “Number of research projects with access to microdata (virtually and secure laboratory)” 

Mexico use this as an indicator to follow up the demand of the microdata access services, 

which type of service users prefer and the number of projects registered. Information on 

the measure is generated from a report on successful microdata applications.   As a result 

more microdata labs were created where needed, making the service more accessible.  

• “Producing datasets in open format” (interoperability & linkability, a suggested area to 

measure from the Task Force, looking at how easy it is to work with, aggregate and join up 

datasets). Canada has defined this indicator as the percentage of datasets that are publicly 

available in an open (non-proprietary) format. Non-proprietary formats allow datasets to 

be interoperable, allowing users to easily ingest data into their own system. Open data is 

an important element that is part of the Open Government strategy and national action 

plan on Open Government.  
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• Statistics Canada has been producing datasets in this open format for over 25 years which 

allows them to demonstrate their leadership in this space. Their  organization’s target is to 

have ALL  datasets available in an open format.  

4.4.2 Case studies of countries’ experiences with proposed ‘subjective’ 

measures of value 

 Subjective measures such as perception, satisfaction, trust, public confidence and brand 

awareness etc offer a way in to ‘consumer-based’ understanding of value. It is essential to offer 

a crucial insight into the impact of the outputs produced by NSOs. ‘Trust’ and ‘Branding’ are 

areas highlighted by users as important.   

 Canada is in the process of developing its “Trust Centre” in order to promote openness and 

transparency. It is looking towards a whole agency effort to improve public trust through 

external engagement and partnerships areas of focus include identifying and segmenting 

audiences for focused communications and engagement. They are looking to earn social 

acceptance and not just to rely on legislative authority but to collect and disseminate data in 

new ways; Looking to conduct social-acceptance research and behavioral analyses to identify 

actionable insights, reach persuadable non-respondents along with developing narratives to 

improve public understanding; Develop crisis communications plan to prepare for risks and 

mobilize knowledge translators & thought leaders to engage with Canadians. To measure 

impact and progress they will be identifying key performance indicators to monitor StatCan’s 

ability to measure ongoing public sentiment. Looking to earn social acceptance to collect and 

analyze data in new and innovative ways, turning risks into non-events and managing issues to 

avoid reputational crises. A key aim to deliver relevant, widely-used data to build a fairer, more 

inclusive Canada.  

 Slovenia sees trust as a key performance indicator as it combines the objectivity, impartiality, 

transparency and independence of the organization and the data an organization publishes. 

The Statistical Office of the Republic of Slovenia (SURS) has measured the trust of an 

organization and trust in the statistical data published continuously (in annual customer 

satisfaction survey) since 2019. Before that, it was measured occasionally. Results have given 

valued feedback on work and learn who trusts them less (user groups) and act on that if 

necessary (what are doing wrong, what should improve etc.). So far, trust is higher every year 

sothey have never acted on the results. To try to reach as many users as possible, they publish 

invitations to participate on all dissemination platforms and achieve a high response and results 

and findings published on the website  

 The ONS is seeking a timely and relevant measure of its impact and value amongst public 

audiences through a ‘Quarterly Brand Survey’. A question set of eight core questions is repeated 

in each wave of the survey in order to track change over time. The core question set was largely 

designed to measure public agreement with a series of reputationally relevant statements 

relating to qualities such as trust, relevance, and perceptions of the organization’s impact at an 

individual, community, and societal level.  

 These measures have direct relevance to value to the customer and gathers public audience 

feedback. It is designed to understand and demonstrate perceptions of value amongst public 

audience groups. As an internal-only measure, the measurement is designed to be useful to 

decision makers within the organization to measure performance and inform action. 
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 Mexico’s ‘social perceptions of INEGI’ study” looks at measuring three different indicators 

around “knowledge”, “use” and “trust". It looks at social trust, trust in INEGI information, 

usefulness of information for the design of public policies, perception of veracity in INEGI 

information, perception regarding the independence of INEGI, transparency of information 

published by INEGI and evaluation of INEGI by other institutions. The Social Perceptions of INEGI 

study is carried out following the international recommendations of the OECD for statistical 

institutes on confidence in official statistics, which is carried out every four years by an agency 

other than INEGI, in order to give greater reliability to the data obtained. The results of the 

study have been used in the Institutional Strategic Program.  

Case studies of countries’ experiences with customer satisfaction surveys and targeted surveys 

 Some of the Task Force members’ countries have undertaken targeted surveys and tested 

questions from the questionnaire, as per the 2018 Recommendations. 

 Ireland has tested in depth the generic user satisfaction questionnaire (as outlined by the 

framework). Mauritius conducted a user survey (2019) and produced their own shortened 

version of the questionnaire, focusing on quality aspects such as satisfaction with specific 

products and services up front, followed by trust and dissemination aspects. Armenia 

conducted a user satisfaction survey using the exact framework questionnaire and also include 

the ‘additional considerations outside these survey questions’ questions on page 70 of the 

framework that no other task force members have looked at explicitly. Also, with the support 

of Statistics Denmark, Armstat have developed another User Trust survey that is the light 

version of OECD Trust Survey and the last one was conducted in 2017. Hungary used an adapted 

version of the user satisfaction survey looking at use of statistics, access of statistics and user 

satisfaction. The UK no longer undertake a large user satisfaction survey (in the format as 

outlined in the framework), however, they outsource a survey on public views on trust in official 

statistics (based upon the OECD recommendations upon which the UNECE framework is also 

based) and further work has been undertaken by Economic Statistics Centre of Excellence UK) 

who have also used the recommended questions from the framework.  

4.4.3 Case studies of countries’ experiences with proposed monetary measures 

of value 

 Methodologies for monetizing value are far less explored than other fields proposed in the 

framework. Monetary measures can help to provide a simple and convincing story about the 

‘value added’ of official statistics, enabling people to see in monetary terms what is made 

possible with official statistics. However, the complexity of such methods cannot be 

understated, since official statistics are a public good, financed by governments and (principally) 

‘free at the point of delivery’, therefore, measuring value for money becomes complicated.  

 Many of the measures proposed in the framework are around the “production-based” 

approach and are not metrics on value but rather performance metrics that are used to provide 

information and set thresholds for budget allocation and operating costs and therefore limited 

in showing value.  

 In spite of the challenges, the appeal of monetary measures remains strong, and some countries 

have invested in developing and combining methodologies (Annex 3 contains full details of case 

studies). The few NSOs which have made attempts to produce such monetary measures of value 
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were, and still are, therefore, strongly encouraged to share their methodology and experiences 

with others to facilitate their further development.  

 Some of these include successfully undertaking cost-based approaches, including cost-benefit 

analyses and a that look to incorporate willingness to pay, revealed preferences and 

counterfactuals as well evaluated business cases, have been the most successful in showing 

value. New Zealand, Australia and the UK have presented these approaches to justify their 

censuses (See case studies in Annex 3). New Zealand has undertaken three such efforts and 

Australia provided a counterfactual against which to assess the value of the census (see Annex 

and case studies). Results showed quantifiable benefits to society and a return for the UK, 

Australia and New Zealand of 6:1 (though NZ most recent 2021 evaluation was 4:1). Though the 

most significant return has been seen in the New Zealand study showing a fiscal return of $8 

returned in the case of the Māori census. Armenia assessed the cost of conducting a census 

using traditional, combined and fully register-based methods and demonstrated a 55 per cent 

reduction in cost with the latter approach. 

 The UK is exploring the use of ‘conjoint analysis’ to explore its potential to  value official 

statistics. This is a stated -preference approach, using a survey-based technique used in 

marketing studies which asks respondents to “consider jointly” their preference between 

products based on different attributes. A proof of concept was undertaken looking at the 

possibility to calculate a hypothetical ‘willingness to pay’. This work built on a previous study 

conducted for ONS (Deloitte 2016) which used indirect questioning of data users about price, 

but which had limited success. A second study has recently been undertaken. 

4.5 Conclusion: towards a refined measurement framework? 

 Information received from the 18 countries that completed the measures review template 

made it abundantly clear that a simple ‘dashboard’ of indicators that limits itself to a 

production-based perspective would not amount to a meaningful assessment of value, nor 

would it be suitable across different national contexts with different strategic goals and varying 

levels of organizational maturity. Some measures make sense only in groups, accompanied by 

extensive contextual information. Viewed in isolation, for example, measures of citations, social 

media interactions, data downloads, or publication orders have little meaning and do not 

provide helpful guides to future action. However, combined suites of such measures may be 

much more useful, especially if specific targets or trajectories are formulated for such suites of 

measures. 

 The combined findings of the review of the measurement framework and the experiences of 

countries detailed in their case studies illustrate clearly both the challenges and the importance 

of making continued efforts to assess and improve the value of our products and services. It is 

important to note that the measures reviewed here were proposed prior to the Covid-19 

pandemic which, as described in section 2.2, catalyzed a gear shift in how users’ perceptions 

are sought and responded to. In light of this fact, and in view of the proposals which follow in 

Chapter 5, the Task Force cautions against interpreting this work as ‘a refined measurement 

framework’. If the recommendations made in this document are followed, it is likely that more 

measures will be set aside from any usable framework while additional new measures may be 

developed by following the process defined in the next chapter.



 

Chapter 5. A Paradigm shift in measuring value: 
measuring for results 

5.1 Introduction  

 At the kickoff event of the Task force in September 2019, an important question was asked by 

a presenter: are we trying to measure the value of official statistics with a view to proving that 

value to others, or to help us to improve value? The consensus was that both are important 

goals, even though the two may lead us towards different types of measures. Improvement 

depends upon measures that can quantify starting points, define targets, help us formulate 

actions and track progress (a fact with which we statisticians are of course familiar). Proving 

value, meanwhile, calls for measures that have communicative power, that are simple and 

unambiguous. 

 Whichever the focus for any particular NSO, the endeavour of measuring value falls into the 

broader realm of performance measurement. This chapter argues that the metrics and 

methodologies discussed in Chapter 4 and Annex 2 are tools, and that those tools should be 

used within the framework of a performance measurement approach that helps to define the 

task to which these tools are put to work. That is, the measures of value are not the goal—they 

are means to help us achieve a goal. A performance measurement framework enables us to 

ensure that the outputs being measured are those which contribute to the desired outcome; 

where an outcome is a strategic goal being pursued, while an output is a transactional activity 

contributing to delivery of the outcome. 

5.2 Turning value inside out 

 The measurement framework reviewed by the Task Force, as summarized in Chapter 4, was a 

preliminary set of ideas of ‘what components might there be to value, and how might we be 

able to measure these using currently available information?’ Such an approach follows a logic 

that is not best suited to devising an action-oriented performance measurement framework. 

Effectively measuring performance with a view to improving it requires that we must first define 

what constitutes good performance; we must have an agreed outcome as our goal. Formulating 

the goal must be the very first step. The previous framework had a concept (value), but not an 

explicit goal (improving value) at its centre.  

 In this respect, a measurement framework for measuring the value of official statistics has an 

important difference from many of the other measurement tasks that NSOs undertake. In other 

areas of quantification, the NSO provides statistical information to others who will use that 

information to inform their decisions. It is they, not we, who have the goal (be it improving 

economic growth, reducing child mortality, enhancing profits, or any other goal). In contrast, 

here we as NSOS are the ones who will use the measurements to shape decisions (actions we 

might take to improve our value). Hence, we are the ones who formulate the desired outcome, 

the long term goal that we are trying to achieve and which the measurement framework will 

serve. 
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 Performance measurement is an established professional discipline, yet many sectors and 

organizations struggle to apply it effectively. This often stems from the very first step, where an 

outcome is poorly defined or articulated in a way that is open to interpretation. If our mission 

is “to produce great statistics” we have to ask ourselves “what does ‘great’ mean?”; “what do 

we mean by statistics? Just data, or analyses, tools and services too?”; “who is the judge of 

greatness?”; “when are we going to do this?”; “do we want to maintain a given level of 

greatness, or improve it over time?”. Defining this goal can (and should) in itself be a time-

consuming task, involving many people across any organization and inviting the views of 

stakeholders to ensure that the goal is clearly articulated. Such an approach is central to some 

strategic management systems, such as organization change management or a ‘Balanced 

Scorecard’ strategic planning and management system—but these are not in widespread use in 

NSOs. 

 The idea of ‘turning value inside out’, then, is that instead of beginning with a set of possible 

measures of value and assessing them for suitability, NSOs should begin with a central goal 

based around creating and improving value, and work from there towards the formulation of 

actions we need to take to achieve that goal, and then to ways we can measure the 

effectiveness of those actions. The measures, in this view, come last instead of first. 

 This may sound obvious, but the experiences of NSOs suggest that it is not. In fact, to take this 

approach on an institutional level would, for many, genuinely be a paradigm shift. Given the 

other major shifts currently taking place in official statistics (as mentioned in Chapter 2), now is 

an ideal time to consider adopting this major change of direction. 

5.3 What is a Results Map? 

 The Task Force explored one approach to performance measurement, drawing inspiration from 

a number of sources, including Barr (2014, 2017, 2019). This utilizes a visual model to map the 

pathways from goal to measurement (see Figure 4). Known as a Results Map, this visualization 

has, for the current purposes, been superimposed on a representation of the DARE model 

presented in Chapter 3, enabling us to see how these various pathways are distributed across 

the four dimensions of value. It should be borne in mind that, as explained in Chapter 3, the 

dimensions of the DARE model are in fact overlapping and their visualization as quadrants here 

is for simplicity only. 

 The diagram shows a hierarchy, leading from the centre outwards. In the centre (coloured pink) 

is the goal, the intended impact. This is akin to an overall mission of an organization, and 

provides its direction as set by the executives of the organization. Moving progressively 

outwards from green to blue to orange are layers leading gradually from strategies and 

outcomes towards actions, then measures, then targets.  
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 The layers are not absolute or separate. Showing them as separate layers is a visual aid, but in 

practice there is a gradual shift from areas closer to the centre, where strategies are 

emphasized, to those closer to the outside, where the emphasis is on means of achieving those 

strategies. Phrasing the strategic results areas as statements helps to formulate them in a 

Figure 4: Structure of a Results Map 
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results-oriented manner. For example: “customers can find the right data for their needs” or 

“people trust us”. It is important that these statements refer to results. They are not actions. 

 All too often organizations attempt to make a direct link between the inner and outer layers, 

bypassing these intermediate steps, often brainstorming key performance indicators (KPIs) 

from among things that are already commonly and easily measured, and thereby missing the 

logical link between the goal and the proposed indicators. The result is often that the indicators 

do not accurately measure things that would lead to progress towards the goal. Indeed, they 

may actually foster behaviours that deflect attention from or even detract from the goal. This 

can happen when an indicator becomes a target—something which happens frequently, 

whether or not it is intended as such. An example would be a measure of social media 

interaction as an indicator of public engagement with an NSO, presumed to be indicative of 

people finding our work valuable enough to want to engage with it in this way. If the measure 

is simply a numerical count of interactions, this could inadvertently foster over-emphasis on 

obtaining such interactions, without due regard to their nature or content and the impact that 

they are having on the brand. Social media managers, knowing that their performance will be 

judged on these numbers, may be incentivized to post more potentially popular material, 

perhaps at the expense of more ‘serious’ statistical material that would better inform users but 

be less susceptible to being retweeted. Another example: if error detection time is taken as a 

measure of accuracy and targets are built up around this, might this lead to statistical teams 

taking longer to check and release their figures, and in so doing reduce timeliness? 

5.4 Experimenting with Results Maps for measuring the value of 
official statistics 

 With the benefit of hindsight after extensive debate and discussion in the Task Force, the group 

recognized that the process that had been followed in developing and reviewing the framework 

for measuring the value of official statistics was exactly as described above: indicators had been 

defined before goals, rather than vice-versa, and had been selected from a pool of mostly 

already-available information rather than on the basis of asking what information would be the 

most needed for measuring value.  

 The group therefore decided to experiment instead with this approach in which the usual 

direction is reversed. It is on the very edge of the planned scope of the Task Force (to test and 

develop the framework). Hence it has not yet been explored in depth, and there remains much 

work to do if the official statistics community wishes to pursue this approach. 

5.4.1 Process followed by the Task Force 

 The group held two online workshop sessions, with work conducted by volunteers in-between. 

The aim was to explore whether using a Results Map could help to define a goal that 

encapsulated the idea of ‘the value of official statistics’ and then to map out some example 

pathways from this goal to possible quantifiable indicators of value. As a generic goal that 

attempted to reflect the commonalities of different NSOs’ missions, the group used ‘official 

statistics add value to our communities’.  
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 The emphasis is on whether the process works, rather than on the specific outcome of these 

workshops. The group was interested in seeing the challenges and benefits of using the 

approach, as well as the similarities and differences between the value measures suggested 

through this method as compared with those in the original measurement framework. 

5.4.2 Preliminary findings 

 The experiment was not intended to produce a finished Results Map that can be applied as a 

measurement framework. Indeed, the process of developing one must be country-specific; with 

the central goal being one that is defined at the highest level in an individual organization. The 

pathways that track outwards to measures then need to be defined by thorough consultation 

across large parts of the organization, and outside it, among stakeholders. Senior management 

and strategists would lead the development of the inner layers, while technical experts and 

communications specialists would play a major role in formulating the outer layers. This process 

would take a great deal of time and many iterations before a final Results Map would be agreed. 

 Having been produced in only a few hours by individuals from a range of organizations and 

positions within those organizations, the Task Force’s mock-up is therefore not intended to be 

studied for the detail of its content, but rather an experiment to communicate some key 

findings: 

a) The exercise is intensely challenging, but enlightening. Participants noted that it is difficult to 

resist the ingrained tendency to start from the outside and work in. 

b) If there is no clear pathway to trace a ‘favourite’ indicator back to the goal, perhaps it does 

not belong in a framework for measuring achievement of that goal. Participants also noted 

how challenging it is to accept this, as there is an urge to try and squeeze familiar measures 

into the figure. 

c) A complete, well-developed Results Map could look very messy—pathways are not all 

unidirectional and one-to-one. There may be multiple different possible ways to measure any 

given intended outcome. Equally, one individual measure could potentially speak to multiple 

different outcomes, making it an especially useful measure. 

d) Superimposing the DARE framework onto the Results Map is useful as it sheds light on sparse 

areas in need of further development in our battery of measures of assessing value, as well as 

revealing possible redundancies where multiple indicators map to the same outcomes. 
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 To illustrate point b) above: the indicator ‘number of new visualization tools introduced’ was 

included in the 2018 framework under the quality subdimension. Many NSOs have invested 

significantly in improving their visualization capabilities, recognizing that easily understandable 

graphics contribute to better understanding of statistics, and that attractive formats aid uptake 

in a competitive market. But this does not mean that the use of new tools is necessarily an 

indication of value, nor that the number of such new tools is important. User engagement, user 

understanding and re-use of our products in the media are all tactical outcomes (that could 

feature in the blue layer of a Results Map) that might be served by high-quality visualizations—

but none of these outcomes is best measured by the number of new visualization tools 

employed.  

 Similarly, the proposed indicator ‘innovation or quality awards received’ could be a reflection 

of sound statistical methodology, or of excellence in meeting the needs and demands of users—

both tactical outcomes that might in the blue layer of a country’s Results Map—but it is not an 

Figure 5: Illustrative mock-up of a Results Map 
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obvious measure of either of these things, and could be influenced by external factors such as 

the existence and criteria for such awards. It could also lead to misdirected attention in terms 

of a focus on winning awards. 

5.5 Conclusions and next steps 

 The value of this Results Map is more than purely providing visual clarity. It serves to ensure 

that only meaningful metrics are included in any proposed measurement framework, justifying 

each by the fact that a path can be traced from the goal to the measure.  

 It also serves to communicate this fact to NSO staff and to external stakeholders who need to 

know that we are actively assessing our value with a view to improving it.  

 A Results Map could enable NSOs to monitor and refine their own measurement frameworks 

constantly without needing to start completely from scratch each time: the central long-term 

goal and mid-term strategies will evolve more slowly than the outer layers, so if an individual 

measure is found to no longer be workable it could be replaced by another simply by slotting in 

a new one that maps to the same tactical outcome, without having to re-evaluate the entire 

framework. Constant feedback could be built into the process to ensure the continued 

relevance and utility of any given tactical outcome or measure. 

 Given all of these benefits of the Results Map approach, the Task Force suggests that any NSO 

embarking on a plan to assess the value of their work should consider adopting or taking 

inspiration from this tool, adapting it where necessary to their own national circumstances. 

Each country of course has their own limitations in terms of resources and capacity, and there 

is no suggestion that any country should exceed their capacities in an attempt to assess the 

value of their work. Nevertheless, the hope is that adopting this approach could in fact enable 

NSOs to make more efficient use of resources—a hope that should be tested by countries willing 

to act as pathbreakers, and the results shared with the international community. 

 It may be valuable for the international community to collectively refine a generic version of a 

Results Map to help guide such national adaptation. To do this effectively, the participation of 

senior managers and strategists from a range of NSOs would be needed.  



 

Chapter 6. Conclusions, recommendations and 
further work 

6.1 Conclusions 

 The work of the Task Force did not conclude with recommending a new or revised set of 

measures to use to show value. Rather, in reviewing the framework of proposed value 

measures, the work brought to light a number of key points which bear stating explicitly here. 

6.1.1 We cannot take value for granted 

 The point of departure of this work, indeed, the opening sentence of the terms of reference of 

the Task Force was “Official statisticians know that their products, underpinned by the 

Fundamental Principles of official statistics, are uniquely valuable...” The deliberations of this 

group over two years revealed that starting from a more self-critical perspective would be 

helpful—that is, starting out by asking ‘are we adding value?’ (and endeavouring to determine 

the nature and extent of that value), rather than assuming from the outset that we definitely 

are.  

6.1.2 We must not conflate value with quality nor with adherence to our 

values 

 Both statistical quality and adherence to central values of the official statistics community are 

fundamentally important and help to define and drive us and shape what we do. But they are 

not synonymous with the value of our work to society, and we must not treat them as such. 

Measuring value entails measuring something other than the degree of conformity with existing 

quality dimensions or compliance with agreed community values. 

6.1.3 Measuring value helps us both to prove and to improve that value 

 In reviewing the measurement framework it became clear that some countries have been 

producing certain measures routinely for some time—sometimes for many years. Several 

countries reported during the review exercise that the task itself helped them to reflect on why 

they were producing these measures and what purpose they were serving. In some cases, they 

were being produced simply because they were easy to produce. But the introspection entailed 

by this exercise revealed that some of the most commonly-produced measures were not 

actually considered to be highly important, while some less-commonly-produced ones were 

ranked as very important. The importance of a measure derives from what is or could be done 

with that measure. There is no point in producing a value measure if it does not inform any 

resulting action. Such actions can include internal efforts to improve value (e.g. a measure of 

user satisfaction may be used as a benchmark against which to assess efforts to increase user 

satisfaction); or to prove value (e.g. a positive measure of public trust in official statistics can be 

used as a marketing tool) 



Measuring the value of official statistics 

 

48 
 

6.1.4 Distinguishing between production-based and consumer-based 

concepts of value leads to different approaches to assessing value 

 When we view the value of our products in terms defined by the NSO and its production 

processes, we end up with measures of value that are also defined in these terms, based around 

what we make and what we do. If we switch to a consumer-based conceptualization of value, 

the range of possible measures is different, broader and potentially more helpful in guiding us 

towards targeted endeavours to improve our value. 

6.1.5 No single value measurement framework will be suitable for all 

countries 

 Different levels of organizational maturity and capabilities, different core missions and strategic 

goals, and different kinds of statistical products and services across countries mean that it 

would be impossible to produce a single framework of value measures and recommend all 

countries to produce them all. Cross-country comparability in value measures is therefore not 

a realistic prospect, nor one to which countries aspire since their attempts to measure value 

are principally intended for domestic purposes. Nevertheless, the review of countries’ 

experiences did reveal commonalities, allowing for a common direction in broad scope if not in 

detail. Furthermore, the review revealed that value measures may lack meaning if treated in 

isolation: they are often more useful when looked at in groups of related measures (such as a 

series of measures of use of statistics). The measurement framework should not therefore be 

viewed as a menu or wish list from which to select individual indicators at will, but rather as a 

guide to dimensions and sub-dimensions on which countries may elect to focus. 

6.2 Recommendations 

 In conjunction with the framework put forward for measuring the value of official statistics, the 

Task Force recommends that NSOs consider taking the following actions to support such 

measurement: 

6.2.1 Start with a goal and build a Results Map 

 While we have proposed here a generic common goal that applies to all countries ('official 

statistics add increasing value to our communities'), NSOs may wish to adapt this goal to align 

with their own mission statements or strategies. Building outwards from their goal, NSOs should 

determine their own mid-term strategies and tactical outcomes, using the Results Map 

presented here as a model or as inspiration if they wish. While the present work proposes a 

measurement framework in general terms, the actual measures selected by any given country 

to measure the value of their official statistics should fit into their own Results Map, with every 

measure used being justified by a clear connection to the outcomes they are aiming for. 
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6.2.2 Find out from users what is valuable to them 

 Do not assume that we know what constitutes value in the eyes of our users. Seek evidence of 

the criteria determining value, the relative weights applied to them, and the ways that these 

differ among users groups and uses. We must acknowledge that asking people 'what makes 

statistics valuable to you?' is not the best way to do this. More subtle methods of determining 

people's preferences must be employed, since we are rarely conscious of and able to articulate 

our own values. 

6.2.3 Keep asking 

 Conduct research on user perspectives (what criteria they use to determine value, as well as 

how well those criteria are met by our products) on a continuous basis. User needs are not 

static, as we have seen from section 2.2 (pandemic impacts on value), so the methods we use 

to assess how well those needs are met also cannot be static. 

6.2.4 Ask everyone 

 We cannot assume that all components of value are equally important to all users. We must 

segment our user (and passive user and non-user) base and investigate their needs and 

preferences separately. 

6.2.5 Consider consequences of a measure becoming a target 

 Pay careful attention to the actions that might be promoted if inclusion of a measure in a value 

measurement framework leads to efforts to affect that measure. Such unintended 

consequences could be positive but are often negative. 

6.2.6 Review and revise measures and methods 

 Deciding upon a suite of measures by which to assess the value of our work is not a one-time 

undertaking. Users' needs will evolve; our products and services will evolve; the strategic goals, 

strategies and outcomes of our organizations will evolve. Hence the appropriate set of 

indicators for measuring value will also change. Available methods will also improve over time. 

An NSO may wish to refer back to their organization's Results Map to see which aspects have 

changed and should be updated, rather than undertaking the entire exercise from scratch each 

time. This kind of review should be integrated into the regular processes of the organization. 

6.2.7 Make use of the value measures produced 

 Official statisticians love to repeat the adage that statistics are not useful unless they are used. 

Only then can their benefits be delivered. This applies just as much to measures of our own 

value as it does to classical statistical measures. We should not produce 'value metrics' merely 

for the sake of doing so, but should endeavour to act upon the findings, to improve what we 



Measuring the value of official statistics 

 

50 
 

do. Relatedly, if we find that a value measure is not routinely used to drive change, we should 

question its importance and, if we find it not to be justified, discontinue its production. 

6.3 Further work 

6.3.1 Continue gathering national examples 

 The case studies included in the current version of this work were collected in tandem with the 

effort to review the measurement framework. Experiences from countries informed the 

decisions about retaining or setting aside measures from the framework. Some of the case 

studies, therefore, refer to experience with measures which, ultimately, have not been retained 

as potential measures of value. An important exercise will be to gather a wider selection of case 

studies from across the CES countries, with a focus on those which have been marked as having 

potential as indicators of value. Countries could make use of the existing agreed case study 

format to enable them to share experiences and lessons learned. Country case studies could be 

gathered to demonstrate efforts at measuring aspects of value not yet touched upon among 

the existing ones, such as attempts to evaluate the social welfare and well-being impacts of 

statistics; as well as examples of how information gathered from user engagement and impact 

assessment is actually turned into actionable information to change behaviour. 

6.3.2 Transform this work, especially national examples, into a living online 

tool 

 As agreed early on in the current work, and reiterated by the CES Bureau when reviewing an 

interim progress report in October 2020, the usefulness of national case studies will be greatest 

if they can be housed in an online format, which can be added to and changed as experiences 

accumulate. Further work could therefore examine possibilities to develop this entire report 

into an online environment, with a particular focus on building a living repository of country 

experiences. This would need to be accompanied by a plan for maintaining such a repository on 

an ongoing basis. 

6.3.3 Continue international collaboration to share and improve 

 The wealth of ideas, knowledge and experience among NSOs is immense. The present Task 

Force has found enormous benefit in regular exchange on everything from high-level 

conceptual questions (defining value) to detailed methodological discussions (techniques for 

measuring some of the indicators, techniques for ascertaining user preferences, etc.). The 

imperative to ask ourselves difficult questions about why we are doing what we do, whether 

we are doing it well, how we can improve and how we can demonstrate our worth is common 

to all countries.  

 It is essential that this does not end with the present report but is extended into the future 

through continued sharing of experience on the successes and failures of different value 

measures, methods for determining users' perceptions of value, and ways in which this 

information is used to inform actions designed to improve the value of official statistics. 
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 Possible means of achieving this might include 

a) organizing international workshops for the presentation of country case studies 

b) organizing a workshop to develop a more refined generic form of the Results Map, leading 

to development of guidance for countries on employing this technique 

c) inviting countries to share experience with employing the approaches proposed in this 

document to develop their own national frameworks for assessing value. 

6.3.4 Communicate the results of this work 

 Countries that have succeeded in producing measures of value may have individually 

communicated their results on a national level. It may also be helpful for the official statistics 

community as a whole to ensure that the collective effort is communicated widely. This would 

require interested NSOs to champion the cause as well as being done at the international level.
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Annexes 

Annex 1. Original (2018) measurement framework 

Objective indicators included in original framework 

Quality Transparency 

punctuality of statistical releases (share of 
punctual/late /cancelled releases) 

timeliness of metadata (average “age” of  
metadata on the website) 

share of error free statistical releases share of statistics released with metadata  

quick correction of errors (average delay of 
corrections in days) 

number of blog posts by official statisticians 

accuracy of statistics (average revisions)  number of users/journalists trained  

timeliness of statistical releases (weeks from 
the reference period) 

number of articles explaining statistics 

number of new visualization tools introduced number of open data solutions featuring statistics 

innovation or quality awards received number of partnership agreements 

availability of quality descriptions (share of 
statistics released) 

number of data cells in online statistical databases 

Use Relevance 

number of website visits number of citations by media 

downloads of statistical data by domain number of citations in research/policy work 

visits to the digital library/website of 
publications 

most cited statistics 

number of followers in social media most used/downloaded statistics 

number of news feed subscribers number of retweets 

number of stats apps downloads number of tailored services by user groups 

number of chat contacts  number of new end-products/services  

number of agreements to use microdata for 
research 

working time used for development 

number of agreements for chargeable services 
/sales of products/services 

number of papers/presentations/inputs that 
contribute to international statistical work 

sales/number of publications requested number of international study visits hosted 

number of responses to international requests number of memberships in international expert 
groups 

 

 



Annex 5. Explanatory texts for value concept map 

 

55 

Subjective indicators included in original framework 

The section on subjective indicators proposed conducting a regular user survey (a generic formulation 

was offered in the publication as an example). The sub-components and areas in which it suggested 

to produce indicators were: 

▪ Satisfaction with products and services.  

▪ whether the user found an answer to his/her question(s),  

▪ whether or not the relevant information was easy to find (e.g. accessibility of 

statistical databases) 

▪ to what extent the information needs were met.  

▪ what the user considers the most important characteristics of official statistics 

or statistics more generally (e.g. timeliness, accuracy, trustworthiness, 

(inter)national comparability, etc.), and  

▪ how he/she rates official statistics on each of these characteristics.  

▪ preferences for type of access (online, phone, in person), device type(s) used 

and preferred media  

▪ User support:  

▪ general perception of user on whether or not we are doing well 

▪ what the user thinks we could do better in serving users. 

▪ Design, communication and metadata:  

▪ design of the official statistics website in general, and the statistical 

warehouse in particular 

▪ how easy/difficult it is to navigate and find the relevant information,  

▪ how satisfied the user is about the visualization of official statistics (videos, 

infographics, maps, graphs, indicator sets), etc. 

▪ Relevance, responsiveness and innovation:  

▪ How effectively does the statistical office inform the public debate on current 

issues affecting our country 

▪ to what extent do you think that we are innovative in the way we work (e.g. 

using new technologies, methods and data sources) 

▪ how important are official statistics in helping to understand societal 

developments. 

▪ Awareness of brand and message:  

▪ trust in official statistics 

▪ perceived lack of political interference 
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▪ overall satisfaction with the statistical office  

▪ understanding of its remit 

▪ Specific products and services:  

▪ Have you heard of a particular statistical product  

▪ how satisfied are you with the quality of the product or service 

▪ have you used public use files or anonymized micro data and for which 

domains would you need them mostly 

▪ do you think there are benefits for you or your organization from increased 

sharing of anonymized data, etc. 

Categories of monetary indicators included in the original framework 

▪ cost-based approaches 

▪ market (equivalent) pricing 

▪ stated preference methods 

▪ revealed preference methods 

▪ impact assessments. 
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k Any attempt to quantify how valuable official statistics are must begin by asking what is meant 
by value, and whose perceived value matters. 

This report reviews potential ways of measuring value, supported by case studies demonstrating 
their use and suitability (or non-suitability) for assessing the value of official statistics, available 
in a separate annex to the report. The overarching conclusions are: 

•	 Consumer-based approaches to value result in a different set of potential indicators than 
those arising from a more traditional, ‘production-based’ approach to value. 

•	 While production-based indicators can be very useful for operational and management 
purposes (including areas like quality and budgeting etc), they do not necessarily reflect 
the value of our outputs in the sense understood here. 

Moving towards a consumer-centred approach to measuring value - and, by extension, to 
creating, maintaining and improving that value, which is the ultimate goal - necessitates a 
fundamental shift in direction. 

This document offers a suggested method to navigate this change, which entails using a 
‘Results Map’ to define a clear path to achieving the central goals of official statistics; working 
outwards from core strategic goals, to measurable outcomes, to quantitative indicators of 
value.

The report is the work of an international task force of experts from national and international 
statistical organizations, and was endorsed by the Conference of European Statisticians in 
2022.
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